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Introduction

The aim of this thesis is to develop a suitable computational framework that allows

the study of realistic strongly correlated compounds. In particular, we would like

to focus our attention on iron, which is one of the most important transition metal

elements, and one of the most challenging for computational physics. Indeed,

from the biochemical point of view, iron compounds, like iron-sulfur clusters, are

the basic constituents of various proteins, where they play the role of catalytic

centers of many enzymatic reactions. Therefore they are present in all living or-

ganisms, and the iron-sulfur proteins are among the oldest known biological cat-

alysts. They are responsible for electron transfer reactions, like nitrogenase and

hydrogenase, and thus they are essential compounds in anaerobic bacteria which

metabolize hydrogen with high efficiency.

A detailed understanding of the physics underlying these processes is still elu-

sive, although a great improvement has been done by crystallographic studies and

the production of synthetic analogues. They clarified the key role of iron active

sites, by reproducing in simple structures the same properties verified in much

bigger proteins. A recent study [1, 2] proposed to apply the iron based synthetic

compounds to the construction of bioinspired hydrogen fuel cells, where an iron-

sulfur active site can mimic the hydrogen-producing enzymes to supply electrical

power, in place of platinum, which is the currently used electrocatalyst but is ex-

pensive and limited in availability.

Numerical studies of the iron compounds are necessary to explain their elec-

tronic structure, their geometry and most importantly the mechanisms behind the

chemical reactions. Unfortunately density functional theory (DFT), which is a

very reliable and convenient method for transition metals having either an almost

empty (like Sc, Ti) or an almost full (like Cu, Ag, Zn) d-shell, is not accurate in

the case of intermediate elements (like Cr, Mo, Fe, Ni), where different states are
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competitive and it is difficult to resolve the right quantum numbers of the ground

state. Indeed, the well-known tendency of DFT methods to favor dn over dn−1s1

configurations might lead to incorrect results. Moreover the iron clusters display

peculiar spin properties, since the high spin sites are usually antiferromagnetically

coupled to yield a singlet ground state, and an energy spectrum which is a Heisen-

berg spin ladder [3]. The direct description of the individual pure spin state is dif-

ficult within the DFT framework, since the single-determinant Kohn-Sham orbital

representation is not able to correctly reproduce the total spin symmetry. This is

another drawback of DFT calculations, which has been partially overcome using

local spin density functionals, that however can give only an approximate esti-

mate of the Heisenberg coupling. Alternative high level ab initio techniques, such

as multiconfigurational active space (CASSCF), multireference configuration in-

teraction (MRCI), and coupled cluster (CC) methods, could be used to calibrate

DFT results on small clusters, but unfortunately their computational cost scales as

N5 or more, where N is the number of electrons, making calculations for large

systems unfeasible. In principle the number of configurations to be included in

the wave function grows exponentially with the number of atoms involved in the

system, and only proper approximations and truncations can change this scaling

from an exponential to a polynomial behaviour.

An alternative to the previous methods is represented by Quantum Monte

Carlo (QMC) techniques. Indeed, they can deal with highly correlated wave func-

tions, without any restriction on the functional form used in the variational ansatz.

In this way, it is possible to include in a compact and efficient form the correlation

effects and evaluate the quantum expectation values of any operators by a stochas-

tic sampling of the configuration space. A related drawback of this technique is the

presence of the statistical error, which must be taken under the desired accuracy

with a sufficient long sampling of the correlated wave function. As well known,

the more accurate is the wave function, the smaller is the error. Therefore it is ex-

tremely important to have a good variational wave function, since in this case both

the statistical and the systematic errors are reduced. Usually, in QMC calculations

a Jastrow-Slater wave function is employed, where the Jastrow factor explicitly

correlates the electron motion, while the Slater part includes the single particle

orbitals with the proper overall antisymmetry. The Slater part can be extended to

a multireference correlated wave function coming from a post Hartree-Fock cal-
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culation. Unfortunately, within such schemes the computational cost scales very

inefficiently with the system size, since the number of configurations needed in the

wave function grows exponentially with the complexity of the system, as previ-

ously discussed. From this point of view, a lot of effort has been done in this thesis

to develop an accurate and efficient variational ansatz. The final task it to take into

account both dynamical correlations and near degeneracy effects, and include all

possible bonds among the nuclear sites of a compounds through the computation

of only a single Slater determinant, which yields a global scaling of N 3 −N4 for

variational Monte Carlo (VMC) and diffusion Monte Carlo (DMC) calculations.

We were inspired by the resonating valence bond (RVB) approach[4], widely used

in strongly correlated lattice models to describe the exponentially growing singlet

pairs in a spin liquid system [5] by means of a simple projected-BCS wave func-

tion. Our effort allowed us to find the quantum chemical analogue of the RVB

ansatz. It has been called Jastrow correlated antisymmetrized geminal product

(JAGP) and we applied it to to a quite wide set of molecules.

QMC methods include also projection schemes, like the Green function Monte

Carlo (GFMC) and diffusion Monte Carlo (DMC) algorithms, the former used for

lattice Hamiltonians, the latter for realistic systems. No matter what the initial

wave function is, they are able to filter out the high energy components of the

starting guess and to project it to the ground state. Therefore these projections

techniques are extremely powerful, and they can further improve an already opti-

mized trial wave function. However, the antisymmetric character of the fermionic

wave function is a limitation for the precision of the methods, since the fixed node

(FN) approximation must be applied. Nevertheless, DMC calculations usually

provide results within the chemical accuracy (0.05 eV). Another approximation,

necessary to implement the DMC scheme in a feasible way, is the locality approx-

imation (LA), which is used in the presence of non local potentials, and which

provides non variational results, whose accuracy is strongly dependent on the

quality of the initial trial wave function. Pseudopotentials are non local poten-

tials, and since they are unavoidable to reduce the computational time, the LA has

been widely employed in DMC electronic structure calculations of realistic sys-

tems. In the second part of this thesis, we provide a solution to overcome the LA,

by developing a novel QMC framework, the lattice regularized diffusion Monte

Carlo (LRDMC), able to treat non local potentials in a variational way, without
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resorting to the locality approximation.

The last part of this work gathers the variational JAGP ansatz and the novel

LRDMC method, to study the iron dimer. Despite its simplicity, this molecule is a

challenge for traditional numerical methods, as the ground state symmetry of the

anion and neutral dimer is still controversial. Moreover, it is the first test for our

approach in the field of transition metal compounds.

This thesis is organized as follows:

• In Chapter 1 we introduce the Monte Carlo methods;

• In Chapter 2 we present the JAGP ansatz, with its application to some light

atoms, simple dimers and the benzene molecule;

• In Chapter 3 we introduce the new LRDMC scheme;

• In Chapter 4 we will use both the JAGP ansatz and the LRDMC method to

study the iron dimer.



Chapter 1

Quantum Monte Carlo methods

1.1 Introduction

The term “quantum Monte Carlo” (QMC) covers several different techniques

based on random sampling. The simplest of these, variational Monte Carlo (VMC),

uses a stochastic integration method to evaluate expectation values for a chosen

trial wave function. For a sufficiently high number of variables in the integrand,

QMC methods are much more efficient than a deterministic integration such as

Simpson’s rule, and the many-body systems are certainly the case. The major

advantage of this framework is the possibility to freely choose the analytic form

of the trial wave function, which may contain highly sophisticated terms, in such

a way that electron correlation is explicitly taken into account in the variational

ansatz. This is an important feature valid not only for the VMC method, but in

general for all the QMC techniques, which are therefore extremely useful to study

physical cases where the electron correlation plays a crucial role. In particular

they have been widely applied not only to strongly interacting lattice systems, but

also to realistic continuous models, such as electron gas [6], quantum dots[7], nan-

oclusters [8], solid hydrogen [9] and liquid helium, which was the first attempted

application of the VMC method [10].

In the last few years, QMC methods have also been used in quantum chem-

istry, for their favorable scaling with the number of particles N , as an alternative

to post Hartree-Fock theories. Indeed the computational effort scales as N 3 −N4,

depending on the QMC method. This property is appealing since in principle it
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could allow to treat complex molecular systems, not accessible by the full con-

figuration interaction (CI) or the coupled cluster (CC) approaches, whose scaling

is worse already for the case where only single and double excitations are taken

into account. On the other hand, since the chemical bond can be very weak, and

the correlation can contribute to a large fraction of the binding energy, a highly

precise method is required in the most difficult cases. In general a good theory for

the proper description of energetics must fulfill the so called “chemical accuracy”,

defined as 1 kcal per mole (≈ 0.04 eV per molecule). Usually the post Hartree-

Fock methods are able to reach this accuracy, at least for small compounds. Also

QMC techniques can afford such a precision, in particular the diffusion Monte

Carlo (DMC) method, which filters out the high energy components of a given

trial wavefunction, and projects the starting guess to a state much closer to the

real ground state of the system.

The analogous of the DMC approach for lattice systems is the lattice Green

function Monte Carlo (GFMC) method, which is based upon a lattice Hamiltonian

and uses the discrete configuration space to find out the lowest state of the system.

It is an extremely important tool to analyze the zero temperature properties of

strongly correlated lattice Hamiltonians, and in this thesis will be exploited in

connection with continuous systems. Indeed in Chapter 3 the lattice regularized

diffusion Monte Carlo (LRDMC) will be presented, a novel projection method

that uses the machinery of the GFMC algorithm to solve an Hamiltonian, which

is the lattice regularization of the continuous one. This novel method is efficient

and allows to treat non local potentials in a variational way, contrary to the usual

DMC approach, as we will see later.

In principle both the accuracy and the favorable size scaling would allow VMC

and DMC methods to successfully study a wide range of chemical systems. How-

ever, it has to be noticed that the random sampling behind any quantum Monte

Carlo (QMC) framework yields results which are affected by a statistical error,

whose scaling with the computational time is characteristic of any stochastic tech-

nique:

statistical error ∼ 1√
computational time

. (1.1)

Therefore the QMC methods are sometimes very time consuming, since the simu-

lation has to produce a sample large enough to get results within a given statistical
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error. This drawback is partially alleviated by the “zero variance principle”, i.e. if

the wave function is an eigenstate of the Hamiltonian, the energy is not affected by

fluctuations, and the result is free of statistical errors. Thus, the better is the trial

wave function, the lower is the error and the more efficient is the simulation. Un-

fortunately this property is valid only for the energy and for those operators which

commute with the Hamiltonian. Instead the other observables will be affected by

statistical fluctuations during the sampling, even if the trial state is exact. How-

ever recent progresses have been made toward the extension of the zero variance

principle to operators which do not commute with the Hamiltonian [11, 12].

The quality of the trial wave function has another outcome, which is related

to the fixed node approximation (FNA) [13–15] of the DMC method. Indeed,

the naive DMC evolution is spoiled by the antisymmetry of the fermionic wave

function, and in order to keep the simulation stable, the FNA must be applied,

i.e. the sampling must be constrained to stay within a nodal pocket of the trial

wave function, and the nodal surface crossing must be avoided. Now, if the nodal

surface is exact, the FNA is exact. Therefore the FNA depends on the quality of

the trial wave function, and in particular on its nodal structure.

Another drawback of the DMC technique is the bad scaling of its efficiency

with the atomic number. For DMC simulations involving atoms, the computa-

tional cost scales following the relation:

computational cost ∼ Z5.5, (1.2)

which has been estimated by Ceperley[16] and recently verified by Ma et al.[17],

by carrying out simulations on noble gas atoms with large atomic numbers. This

scaling rules out applications to heavy elements, unless pseudopotentials are used,

which reduce the effective atomic number and alleviate significantly the computa-

tional cost. The need of pseudopotentials leads nevertheless to another problem in

the DMC approach. Indeed pseudopotentials are usually non local and it is impos-

sible to deal with non local potentials within the standard DMC framework. For

this reason, the locality approximation (LA) has been introduced [18], which is

equivalent to replace the Hamiltonian with an effective one containing only local

potentials. This approximation fulfills the zero variance property, i.e. it is exact

if the trial wave function is exact, like the FNA, but contrary to the latter, its ac-

curacy depends not only on the nodes of the trial state, but also on its amplitude.
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Once again, it is crucial to have a good variational wave function, to be used as

trial state in the DMC procedure. Therefore, an intense effort has been done to

find efficient and robust QMC methods to optimize the parameters of a given wave

function.

Optimization schemes are divided into two categories: variance and energy

minimization. The former is widely used, since it has proven to be stable and reli-

able, even for a poor sampling of the variational wave function. Nevertheless, a lot

of effort has been put recently into developing new energy minimization methods,

which could be as efficient and stable as the variance based optimizations. Indeed

the use of the energy minimization is generally assumed to provide “better” varia-

tional wave functions, since the aim of either the VMC or the DMC calculations is

to deal with the lowest possible energy, rather than the lowest variance. Moreover

the latest energy minimization schemes based on the stochastic evaluation of the

Hessian matrix (HSR) [19] are shown to be robust, stable and much more efficient

than the previously used energy optimization methods, like e.g. the Stochastic

Reconfiguration (SR) algorithm [20].

In this thesis VMC, SR, HSR, DMC and LRDMC calculations have been car-

ried out to obtain the numerical results presented in the next chapters. In partic-

ular, one of the original topics of this thesis is the development of the LRDMC

method which overcomes the drawbacks of the LA in the standard DMC method

when non local pseudopotentials are included. Therefore an accurate introduction

is necessary for each method used, with a careful analysis of the DMC and GFMC

algorithms, upon which the new LRDMC approach is based. Of course, other im-

portant QMC methods exist, such as auxiliary-field, reptation, and path-integral

QMC, but they will not be discussed in this thesis.

The structure of this chapter is organized as follows: in Section 1.2 we present

the statistical foundations of the Monte Carlo approach and we describe the Metropo-

lis algorithm, in Section 1.3 we introduce the simple variational Monte Carlo

method. The optimization techniques are presented in Section 1.4, while the pro-

jection DMC and GFMC methods are analyzed in Section 1.5 and 1.6 respectively.

In the last Section we will briefly outline the performances of a parallel implemen-

tation of QMC algorithms.
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1.2 Statistical foundation and Metropolis algorithm

All QMC methods are based on the sampling of a given probability distribution

π(R), where R is a vector of a multi dimensional space S. In order to generate

a sequence of points {R1,R2, . . . ,RM} representative of the distribution π, it is

necessary to invent a stochastic process having π as its unique equilibrium dis-

tribution. In practice, we simulate on the computer the evolution of this process,

whose fictitious dynamics will converge to the desired distribution, and the expec-

tation values of any observable defined on the space S will be computed as time

averages, during this evolution.

The stochastic process is always taken to be a Markov chain, called also ran-

dom walk, where the walker is an object defined to have the position R ∈ S (usu-

ally called configuration), and in some algorithms also a real number w (called

weight). During the fictitious time evolution, both the position and the weight can

change, and its random path in the space S will sample the distribution π, with

a set of configurations snipped out of the random walk. A Markov chain is fully

defined by the initial distribution of the walker, and by the transition probability

p(R,R′), which fulfills the two conditions:

p(R,R′) ≥ 0 for all R and R
′ in S, (1.3)

∫

dR′p(R,R′) = 1. (1.4)

The configuration is changed randomly according to p, in such a way that the

Markov sequence or sample {R1,R2, . . . ,Rn} of n elements is specified by the

joint probabilities:

P ({R1,R2, . . . ,Rn}) ≡ α(R1)p(R1,R2)p(R2,R3) · · ·p(Rn−1,Rn), (1.5)

where α is the initial probability distribution. As one can see from the above

relation, the successive transitions of this random process are statistically inde-

pendent, i.e. “the future depends on the past only through the present”.

An important property of the Markov chain is its ergodicity, also called irre-

ducibility in the mathematics literature [21, 22]. If the Markov chain is irreducible,

for each (R,R′) there exists an n ≥ 0 such that pn(R,R′) > 0, where pn is the

probability to reach R
′ from R in n steps (n-steps transition probability). In other

words, a subspace of S can be connected to any other by the Markov process.
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Another fundamental topic in the theory of Markov chains is the problem of

convergence to equilibrium, and the related definition of stationary distribution.

A probability distribution π is stationary for the Markov chain p in case:
∫

dR′π(R′)p(R′,R) = π(R) for all R. (1.6)

Now, an important theorem[21] states that if a stationary distribution π exists and

the transition probability p is irreducible, then π is unique. In particular, if the

process does not come back to the same position with a fixed period (aperiodicity),

then:

limn→∞p
n(R′,R) = π(R). (1.7)

The last statement guarantees that the random walk will converge to the stationary

distribution no matter what the initial walker distribution α is. Therefore, under

the general properties of ergodicity and stationarity, the Markov chain, after an

initial transient, will provide the sampling of a unique stationary state without

any dependence on the initial distribution α. The initial transient is usually called

thermalization or equilibration. A Monte Carlo method able to generate a Markov

chain based on these properties is therefore suitable to sample a given probability

distribution π, and to estimate averages with respect to π. The procedure which

allows an arbitrarily complex distribution to be sampled in a straightforward way

without knowledge of its normalization is the Metropolis algorithm[23].

A sufficient condition to obtain π as stationary distribution is to choose the

transition probability p to satisfy:

π(R)p(R,R′) = π(R′)p(R′,R), (1.8)

which is the detailed balance condition. In fact, by integrating the above over R,

one gets:
∫

dRπ(R)p(R,R′) = π(R′)

∫

dRp(R′,R) = π(R′), (1.9)

where the first equality follows directly from the detailed balance condition and

the second from the normalization of the transition probability p in Eq. 1.4. The

transition probability may be conveniently decomposed into the product of an irre-

ducible proposal or sampling matrix T (R,R′) and an acceptance matrixA(R,R′):

p(R,R′) = T (R,R′)A(R,R′). (1.10)
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Imposing the detailed balance yields

A(R,R′)

A(R′,R)
=
π(R′)T (R′,R)

π(R)T (R,R′)
≡ q(R,R′), (1.11)

which can be satisfied quite generally by choosing

A(R,R′) = F [q(R,R′)] , (1.12)

where the function F : [0,∞] → [0, 1] satisfies:

F [z]

F [1/z]
= z, for all z. (1.13)

In the Metropolis algorithm [23], the function is chosen to be F [z] = min[1, z],

but other choices are possible, such as the so called “thermal bath” F [z] = 1/(1+

z). The algorithm which exploits the decomposition of the transition probability

into the acceptance and proposal probability is the generalized Metropolis algo-

rithm [24]. In the simplest version, the acceptance is just the transition probability.

A common task of QMC methods is the estimate of the expectation value

of a quantum operator, which turns to be the evaluation of the multidimensional

integral
∫

dRπ(R)O(R). Its value is by definition the mean of the observable

O, indicated with the symbol 〈O〉. In any Monte Carlo integration, a sample of

the distribution π will be generated during the simulation, and the estimate for the

true mean value 〈O〉 is:

O =
1

M

M
∑

i=1

Oi, (1.14)

where Oi = O(Ri), andM is the length of the sampling. The quantity in Eq. 1.14

is an unbiased estimator of the true mean, since for the law of large numbers

limM→∞O = 〈O〉. Moreover, the central limit theorem states that O is normally

distributed around 〈O〉. Here, it is apparent that the Monte Carlo approach is af-

fected both by statistical and systematic errors, and thus shares the same features

of ordinary experimental work. Indeed, this computational tool can be thought,

more than any other numerical method, as the third way of doing science, lying

between the theoretical and the experimental sides. In order to compute the statis-

tical error on O, we need to evaluate the variance:

σ2(O) = 〈(O − 〈O〉)2〉, (1.15)
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the square root of which will be the estimate of the error bar. One can show that

the variance in Eq. 1.15 can be written in an approximate way as

σ2(O) ' τ

M
σ2(O), (1.16)

where σ2(O) = 〈O2〉 − 〈O〉2 is the variance of the true average (the latter de-

pending only on the observable O and the probability distribution π and not on

the sampling), and τ is the autocorrelation time, i.e. the time in the fictitious

Markov evolution between two uncorrelated points of the sample. From Eq. 1.16

it is clear that the error on O goes as 1/
√
M , as already stated in Eq. 1.1. Instead,

if one uses a deterministic d-dimensional cubic mesh to evaluate a d-dimensional

integral, like for example the Simpson’s rule, the error scales as M−4/d, where

M is the total number of mesh points. Therefore, if the number of degrees of

freedom (dimension of the configuration space) is d > 8, it is more convenient

to use a Monte Carlo integration scheme based on random walk and Metropolis

algorithm.

The Metropolis algorithm is able to compute the averages over a sequence of

sampling points {R1,R2, . . . ,RM} generated by moving a single walker, accord-

ing to the following rules:

• Initialize the system in the state R1;

• To advance from Rn to Rn+1:

– sample R
′ from T (Rn,R

′),

– calculate

q(Rn,R
′) =

π(R′)T (R′,Rn)

π(Rn)T (Rn,R′)
,

– generate a random number rn and compare it with q(Rn,R
′):

if q(Rn,R
′) > rn accept the move, otherwise reject it;

If the move is accepted, Rn+1 = R
′; otherwise, Rn+1 = Rn.

• Trow away the first k states as being out of equilibrium;

• Collect averages using the configurations with n > k;

• Calculate error bars (using for instance blocking techniques, see Ref.[25]).
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1.3 Variational Monte Carlo

Variational Monte Carlo is the simplest of the QMC algorithms, and it is used

to compute quantum expectation values of an operator with a given trial wave

function ΨT . In particular, if the operator is the Hamiltonian, its expectation value

is the variational energy EV , which provides a rigorous upper bound on the exact

ground state energy E0:

EV =

∫

dRΨ∗
T (R)HΨT (R)

∫

dRΨ∗
T (R)ΨT (R)

≥ E0. (1.17)

The trial wave function is supposed to be as close as possible to the true ground

state of the system, or more generally to an exact eigenstate of the Hamiltonian,

if one is interested in studying also the properties of excited states. The trial

wave function must satisfy some basic conditions. Both ΨT and ~∇ΨT must be

continuous wherever the potential is finite, and the integrals
∫

dRΨ∗
T (R)HΨT (R)

and
∫

Ψ∗
T (R)ΨT (R) present in Eq. 1.17 must exist. To keep the variance of the

energy finite we also require
∫

dRΨ∗
T (R)H2ΨT (R) to exist.

In order to evaluate EV with the VMC method, we rewrite the integral in

Eq. 1.17 and obtain:

EV =

∫

dRπ(R)EL(R), (1.18)

where π(R) = |ΨT (R)|2/
∫

dR′|ΨT (R′)|2 is positive everywhere and interpreted

as a probability distribution, and EL(R) = HΨT (R)
ΨT (R)

is the local energy. Using the

Monte Carlo integration scheme shown in the previous section, we sample a set of

points {R1,R2, . . . ,RM} from the distribution π and at each of these points we

calculate the local energy. Then, the QMC estimate of EV will be:

EV ≈ 1

M

M
∑

m=1

EL(Rm). (1.19)

Some effort has been done to find an optimal proposal matrix (Eq. 1.10), in order

to improve the overall efficiency and reduce the autocorrelation time. The best

proposal probability tries to maximize the diffusion of the Markov process within

a given computational time frame. Thus in general it is not true that the most

efficient acceptance corresponds to 0.5 (50% of the total moves accepted). In our

implementation of the VMC algorithm, we preferred to use the simple Metropo-

lis algorithm with the constant proposal probability and with the single-electron
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move, since the evaluation of a complex proposal matrix could become too expen-

sive in the case of simulation involving a large number of electrons. Moreover,

we found that the use of a proposal move which sometimes jumps between two

nuclear sites is effective in reducing the autocorrelation time, in particular when

two nuclei are far apart.

Notice that one does not need to compute the normalization of ΨT , which can

be extremely difficult to calculate for a wave function with a complex functional

form. Indeed, in the Metropolis algorithm ΨT appears only in terms that are inde-

pendent of its overall normalization factor. Moreover, as the trial wave function

approaches an eigenstate of the Hamiltonian, the VMC estimate of the energy

converges more rapidly with the number M of steps in the random walk, and

therefore the algorithm is more efficient in computing energy expectation values.

In particular, if ΨT coincides with an eigenstate, the variance of the local energy

will go to zero since the local energy will be a constant and therefore the statistical

error will vanish (see Eq. 1.16). This property is the zero variance principle, and

suggests that it is very important to deal with a well optimized trial wave func-

tion. Although only the operators which commute with the Hamiltonian benefit

from this principle, Assaraf and Caffarel [11, 12] have demonstrated that a sig-

nificant variance reduction can be obtained also by other appropriate estimators,

constructed to satisfy the zero variance principle. The methods to optimize ΨT

will be the subject of the next section.

1.4 Wave function optimization

As already mentioned in the introduction, there has been an extensive effort to

find an efficient and robust optimization method with the aim to improve the vari-

ational wave function. Indeed, a good wave function yields results with greater

statistical accuracy both in VMC and in DMC simulations. Moreover, within the

DMC framework, the FNA and the LA (used in the case of non local potentials),

benefit from an optimized wave function since all these approximations become

exact as the trial state approaches an exact eigenstate of the Hamiltonian. There-

fore a well optimized variational ansatz is crucial to obtain reliable and accurate

results. The usual trial wave function used in QMC calculation is the product of

an antisymmetric part and a Jastrow factor, extensively described in Chapter 2.



1.4 Wave function optimization 15

The antisymmetric part can be either a single Slater determinant or a multi con-

figuration state, while the Jastrow factor is a bosonic many body function which

accounts for the dynamical correlations in the system.

Two different approaches exist for the wave function optimization: the vari-

ance and the energy minimization. The former has been presented by Umrigar et

al.[26] in 1988 and widely used in the last two decades. Let {αi} be the variational

parameters contained in the trial wave function. These are obtained by minimizing

the variance of the local energy over a set ofM configurations {R1,R2, . . . ,RM}
sampled from the square of the initial guess ΨT (R, α0):

σ2(α) =
M
∑

i

[

HΨT (Ri, α)

ΨT (Ri, α)
− Ē

]2

w(Ri, α)/
M
∑

i

w(Ri, α), (1.20)

where

Ē =

M
∑

i

HΨT (Ri, α)

ΨT (Ri, α)
w(Ri, α)/

M
∑

i

w(Ri, α), (1.21)

is the average energy over the sample of configurations. The weights w(Ri, α) =

|ΨT (Ri, α)/ΨT (Ri, α
0)|2 take into account the change of the variational wave

function due to the change of the parameters, while the set of configurations re-

mains the same. In this way, it is enough to generate about 2000 points from

the starting guessed distribution in order to find the minimum of σ2(α) and to

iterate few times the procedure until the starting set of parameters is close to the

optimal one. An improved version of the algorithm is the unreweighted variance

minimization[27, 28], i.e. with all unitary weights, which is more stable since it

avoids weights fluctuations. The advantage of this method is that σ2(α) is the sum

of all positive terms, therefore the optimization iterated over a restrict and fixed

sample leads to a real minimization of the variance, once it is calculated over a

wider sample based on the new wave function. Instead, for a naive minimization

of energy over a limited sample, it is not guaranteed that the new energy will be

really lower than the starting one, and often the minimum does not even exist.

Despite the efficiency and robustness of the existing variance minimization,

the possibility to develop an energy minimization method is still appealing, since

the structural optimization of a compound is feasible only within an energy based

approach, and also because it has been observed[29] that an energy optimized

wave function gives better expectation values for operators which do not commute
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with the Hamiltonian. Therefore a lot of energy based optimization methods for

QMC calculations have been proposed during these last few years, ranging from

the simplest steepest descent (SD) approach [30] to the more sophisticated New-

ton method [31–33]. The goal is always to design a scheme which is stable even

in the presence of the statistical noise of QMC sampling, and which converges

quickly to the global minimum of the estimator. In the two next subsections we

will present the Stochastic Reconfiguration (SR) method and the Stochastic Re-

configuration method with Hessian accelerator (SRH). Both of them are energy

minimization procedures largely used in the present study, the latter is an evo-

lution of the former after the introduction of a reliable and efficient scheme to

estimate the Hessian matrix.

1.4.1 Stochastic reconfiguration method

We introduce the stochastic minimization of the total energy based upon the SR

technique, already exploited for lattice systems [20]. Let ΨT (α0) be the wave-

function depending on an initial set of p variational parameters {α0
k}k=1,...,p. Con-

sider now a small variation of the parameters αk = α0
k + δαk. The corresponding

wavefunction ΨT (α) is equal, within the validity of the linear expansion, to the

following one:

Ψ′
T (α) =

(

ΨT (α0) +

p
∑

k=1

δαk
∂

∂αk
ΨT (α0)

)

(1.22)

Therefore, by introducing local operators defined on each configuration x =

{r1, . . . , rN} as the logarithmic derivatives with respect to the variational param-

eters:

Ok(x) =
∂

∂αk
ln ΨT (x) (1.23)

and for convenience the identity operator O0 = 1, we can write Ψ′
T in a more

compact form:

|Ψ′
T (α)〉 =

p
∑

k=0

δαkO
k|ΨT 〉, (1.24)

where |ΨT 〉 = |ΨT (α0)〉 and δα0 = 1. However, as a result of the iterative

minimization scheme we are going to present, δα0 6= 1, and in that case the
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variation of the parameters will be obviously scaled

δαk →
δαk
δα0

(1.25)

and Ψ′
T will be proportional to ΨT (α) for small δαk

δα0
.

Our purpose is to set up an iterative scheme to reach the minimum possible

energy for the parameters α, exploiting the linear approximation for ΨT (α), which

will become more and more accurate close to the convergence, when the variation

of the parameters is smaller and smaller. We follow the stochastic reconfiguration

method and define

|Ψ′
T 〉 = PSR(Λ −H)|ΨT 〉 (1.26)

where Λ is a suitable large shift, allowing Ψ′
T to have a lower energy than ΨT

[20], and PSR is a projection operator over the (p + 1)–dimensional subspace,

spanned by the basis {Ok|ΨT 〉}k=0,...,p, over which the function |Ψ′
T 〉 has been

expanded (Eq. 1.24). In a continuous system, if its energy is unbounded from

above, Λ should be infinite. However, in this case, the optimal Λ is finite, since

the basis is finite, and the spectrum of the Hamiltonian diagonalized in this basis

is bounded from above as in a lattice system. In order to determine the coefficients

{δαk}k=1,...,p corresponding to Ψ′
T defined in Eq.1.26, one needs to solve the SR

conditions:

〈ΨT |Ok(Λ −H)|ΨT 〉 = 〈ΨT |Ok|Ψ′
T 〉 for k = 0, . . . , p (1.27)

that can be rewritten in a linear system:
∑

l

δαl sl,k = f k, (1.28)

where sl,k = 〈ΨT |OlOk|ΨT 〉 is the covariance matrix and f k = 〈ΨT |Ok(Λ −
H)|ΨT 〉 is the known term; both sl,k and f k are computed stochastically by a

Monte Carlo integration. These linear equations (1.28) are very similar to the ones

introduced by Filippi and Fahy [34] for the energy minimization of the Slater part.

In our formulation, there is no difficulty to optimize the Jastrow and the Slater part

of the wavefunction at the same time. The present scheme is also much simpler

because does not require to deal with an effective one body Hamiltonian, but is

seems to be less efficient, since it treats all energy scales at the same footing (see

Subsection 1.4.1 and Ref. [35]).
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After the system (1.28) has been solved, we update the variational parameters

αk = α
(0)
k +

δαk
δα0

for k = 1, . . . , p (1.29)

and we obtain a new trial wavefunction ΨT (α). By repeating this iteration scheme

several times, one approaches the convergence when δαk

δα0
→ 0 for k 6= 0, and in

this limit the SR conditions (1.27) implies the Euler equations of the minimum en-

ergy. Obviously, the solution of the linear system (1.28) is affected by statistical

errors, yielding statistical fluctuations of the final variational parameters αk even

when convergence has been reached, namely when the {αk}k=1,...,p fluctuate with-

out drift around an average value. We perform several iterations in that regime;

in this way, the variational parameters can be determined more accurately by av-

eraging them over all these iterations and by evaluating also the corresponding

statistical error bars.

It is worth noting that the solution of the linear system (1.28) depends on Λ

only through the δα0 variable. Therefore the constant Λ indirectly controls the

rate of change in the parameters at each step, i.e. the speed of the algorithm

for convergence and the stability at equilibrium: a too small value will produce

uncontrolled fluctuations for the variational parameters, a too large one will allow

convergence in an exceedingly large number of iterations. The choice of Λ can be

controlled by evaluating the change of the wavefunction at each step as:

|Ψ′
T − ΨT |2
|ΨT |2

=
∑

k,k′>0

δαk δαk′ sk,k′ (1.30)

By keeping this value small enough during the optimization procedure, one

can easily obtain a steady and stable convergence. Moreover, we mention that

the stochastic procedure is able in principle to perform a global optimization, as

discussed in Ref. [20] for the SR and in Ref. [30] for the Stochastic Gradient

Approximation (SGA), because the noise in the sampling can avoid the dynamics

of the parameters to get stuck into local minima.

Stochastic reconfiguration versus steepest descent method

SR is similar to a standard SD calculation, where the expectation value of the

energy E(αk) = 〈Ψ|H|Ψ〉
〈Ψ|Ψ〉

is optimized by iteratively changing the parameters αi
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according to the corresponding derivatives of the energy (generalized forces):

fk = − ∂E

∂αk
= −〈Ψ|OkH +HOk + (∂αk

H)|Ψ〉
〈Ψ|Ψ〉 +2

〈Ψ|Ok|Ψ〉〈Ψ|H|Ψ〉
〈Ψ|Ψ〉2 , (1.31)

namely:

αk → αk + ∆tfk. (1.32)

∆t is a suitable small time step, which can be taken fixed or determined at each

iteration by minimizing the energy expectation value. Indeed the variation of the

total energy ∆E at each step is easily shown to be negative for small enough ∆t

because, in this limit

∆E = −∆t
∑

i

f 2
i +O(∆t2).

Thus the method certainly converges at the minimum when all the forces vanish.

Notice that in the definition of the generalized forces (1.31) we have generally

assumed that the variational parameters may appear also in the Hamiltonian. This

is particularly important for the structural optimization since the atomic positions

that minimize the energy enter both in the wave function and in the potential.

In the following we will show that similar considerations hold for the SR

method, that can be therefore extended to the optimization of the geometry. In-

deed, by eliminating the equation with index k = 0 from the linear system (1.28),

the SR iteration can be written in a form similar to the steepest descent:

αi → αi + ∆t
∑

k

s̄−1
i,kfk (1.33)

where the reduced p× p matrix s̄ is:

s̄j,k = sj,k − sj,0s0,k (1.34)

and the ∆t value is given by:

∆t =
1

2(Λ − 〈Ψ|H|Ψ〉
〈Ψ|Ψ〉

−
∑

k>0 ∆αksk,0)
. (1.35)

From the latter equation the value of ∆t changes during the simulation and re-

mains small for large enough energy shift Λ. However, using the analogy with

the steepest descent, convergence to the energy minimum is reached also when
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the value of ∆t is sufficiently small and is kept constant for each iteration (we

have chosen to determine ∆t by verifying the stability and the convergence of the

algorithm at fixed ∆t value). Indeed the energy variation for a small change of the

parameters is:

∆E = −∆t
∑

i,j

s̄−1
i,j fifj.

It is easily verified that the above term is always negative because the reduced

matrix s̄, as well as s̄−1, is positive definite, being s an overlap matrix with all

positive eigenvalues.

For a stable iterative method, such as the SR or the SD one, a basic ingre-

dient is that at each iteration the new parameters α′ are close to the previous α

according to a prescribed distance. The fundamental difference between the SR

minimization and the standard steepest descent is just related to the definition

of this distance. For the SD it is the usual one defined by the Cartesian metric

∆α =
∑

k |α′
k−αk|2, instead the SR works correctly in the physical Hilbert space

metric of the wave function Ψ, yielding ∆α =
∑

i,j s̄i,j(α
′
i−αi)(α′

j−αj), namely

the square distance between the two normalized wave functions corresponding to

the two different sets of variational parameters {α′} and {αk} 1. Therefore, from

the knowledge of the generalized forces fk, the most convenient change of the

variational parameters minimizes the functional ∆E+Λ̄∆α, where ∆E is the lin-

ear change in the energy ∆E = −
∑

i fi(α
′
i − αi) and Λ̄ is a Lagrange multiplier

that allows a stable minimization with small change ∆α of the wave function Ψ.

The final iteration (1.33) is then easily obtained.

The advantage of SR compared with SD is obvious because sometimes a small

change of the variational parameters correspond to a large change of the wave

function, and the SR takes into account this effect through the Eq. 1.33. In par-

ticular the method is useful when a non orthogonal basis set is used as we have

done in this work. Indeed by using the reduced matrix s̄ it is also possible to

remove from the calculation those parameters that imply some redundancy in the

variational space. As shown in the Appendix A, a more efficient change in the

wave function can be obtained by updating only the variational parameters that

remain independent within a prescribed tolerance, and therefore, by removing the

1∆α is equivalent to the quantity of Eq. 1.30, but the variation of the wave function is expressed

in the orthogonal basis {(Ok− < Ok >)|ΨT 〉}k=1,...,p
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parameters that linearly depend on the others. A more stable minimization is

obtained without spoiling the accuracy of the calculation. A weak tolerance cri-

terium ε ' 10−3, provides a very stable algorithm even when the dimension of the

variational space is large. For a small atomic basis set, by an appropriate choice

of the Jastrow and Slater orbitals, the reduced matrix s̄ is always very well condi-

tioned even for the largest system studied, and the above stabilization technique is

not required. Instead the described method is particularly important for the exten-

sion of QMC to complex systems with large number of atoms and/or higher level

of accuracy, because in this case it is very difficult to select - e.g. by trial and error

- the relevant variational parameters, that allow a well conditioned matrix s̄ for a

stable inversion in (1.33).

Once all the parameters are independent, that can be checked by explicit cal-

culation of the spectrum of the reduced matrix s̄, the simulation is stable whenever

1/∆t > Λcut, where Λcut is an energy cutoff that is strongly dependent on the cho-

sen wave function and is generally weakly dependent on the bin length. Whenever

the wave function is too much detailed, namely has a lot of variational freedom,

especially for the high energy components of the core electrons, the value of Λcut

becomes exceedingly large and too many iterations are required for obtaining a

converged variational wave function. In fact a rough estimate of the correspond-

ing number of iterations P is given by P∆t >> 1/G, where G is the typical

energy gap of the system, of the order of few eV in small atoms and molecules.

Within the SR method it is therefore extremely important to work with a bin length

rather small, so that many iterations can be performed without much effort.

Statistical bias of forces

In a Monte Carlo optimization framework the forces fk are always determined

with some statistical noise ηk, and by iterating the procedure several times with

a fixed bin length the variational parameters will fluctuate around their mean val-

ues. These statistical fluctuations are similar to the thermal noise of a standard

Langevin equation:

∂tαk = fk + ηk, (1.36)

where

〈ηk(t)ηk′(t′)〉 = 2Tnoiseδ(t− t′)δk,k′. (1.37)
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Within a QMC scheme, one needs to control Tnoise, by increasing the bin length

as clearly Tnoise ∝ 1/Bin length, because the statistical fluctuations of the forces,

obviously decreasing by increasing the bin length, are related to the thermal noise

by Eq. 1.37. On the other hand, the number of iterations necessary to reach

the convergence is weakly dependent on the bin length, but it depends mainly on

the energy landscape of the system. The optimal value for the bin length is the

smallest one that provides Tnoise within the desired accuracy.

The variational parameters αk, averaged over the Langevin simulation time

will be close to the true energy minimum, but the corresponding forces fk =

−∂αk
E will be affected by a bias that scales to zero with the thermal noise Tnoise,

due to the presence of non quadratic terms in the energy landscape. The systematic

bias on the forces should be controlled through an appropriate choice of the bin

length in order to not exceed the statistical error of the averaged parameters.

Structural optimization

In the last few years remarkable progresses have been made to develop Quan-

tum Monte Carlo (QMC) techniques which are able in principle to perform struc-

tural optimization of molecules and complex systems [11, 12, 36, 37]. Within the

Born-Oppenheimer approximation the nuclear positions Ri can be considered as

further variational parameters included in the set {αi} used for the SR minimiza-

tion (1.33) of the energy expectation value. For clarity, in order to distinguish the

conventional variational parameters from the ionic positions, in this section we

indicate with {ci} the former ones, and with Ri the latter ones. It is understood

that Rν
i = αk, where a particular index k of the whole set of parameters {αi} cor-

responds to a given spatial component (ν = 1, 2, 3) of the i−th ion. Analogously

the forces (1.31) acting on the ionic positions will be indicated by capital letters

with the same index notations.

The purpose of the present section is to compute the forces F acting on each

of the T nuclear positions {R1, . . . ,RT}, being T the total number of nuclei in

the system:

F(Ra) = −∇Ra
E({ci},Ra), (1.38)

with a reasonable statistical accuracy, so that the iteration (1.33) can be effec-

tive for the structural optimization. In this work we have used a finite difference
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operator ∆

∆Ra
for the evaluation of the force acting on a given nuclear position a:

F(Ra) = − ∆

∆Ra
E = −E(Ra + ∆Ra) − E(Ra − ∆Ra)

2∆R
+O(∆R2) (1.39)

where ∆Ra is a 3 dimensional vector. Its length ∆R is chosen to be 0.01 atomic

units, a value that is small enough for negligible finite difference errors. In order

to evaluate the energy differences in Eq. 1.39 we have used the space-warp co-

ordinate transformation [38, 39] briefly summarized in the following paragraphs.

According to this transformation also the electronic coordinates r will be trans-

lated in order to mimic the right displacement of the charge around the nucleus

a:

ri = ri + ∆Ra ωa(ri), (1.40)

where

ωa(r) =
F (|r− Ra|)

∑T
b=1 F (|r− Rb|)

. (1.41)

F (r) is a function which must decay rapidly; here we used F (r) = 1
r4

as suggested

in Ref. [39].

The expectation value of the energy depends on ∆R, because both the Hamil-

tonian and the wave function depend on the nuclear positions. Now let us apply

the space-warp transformation to the integral involved in the calculation; the ex-

pectation value reads:

E(R + ∆R) =

∫

drJ∆R(r)Ψ2
∆R

(r(r))E∆R

L (r(r))
∫

drJ∆R(r)Ψ2
∆R

(r(r))
, (1.42)

where J is the Jacobian of the transformation and here and henceforth we avoid

for simplicity to use the atomic subindex a. The importance of the space warp in

reducing the variance of the force is easily understood for the case of an isolated

atom a. Here the force acting on the atom is obviously zero, but only after the

space warp transformation with ωa = 1 the integrand of expression (1.42) will be

independent of ∆R, providing an estimator of the force with zero variance.

Starting from Eq. 1.42, it is straightforward to explicitly derive a finite differ-

ence differential expression for the force estimator, which is related to the gradient

of the previous quantity with respect to ∆R, in the limit of the displacement tend-

ing to zero:

F(R) = −
〈

lim
|∆R|→0

∆

∆R
EL
〉

(1.43)
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+ 2
(

〈

H
〉〈

lim
|∆R|→0

∆

∆R
log(J1/2Ψ)

〉

−
〈

H lim
|∆R|→0

∆

∆R
log(J1/2Ψ)

〉

)

,

where the brackets indicate a Monte Carlo like average over the square modulus of

the trial wave function, ∆

∆R
is the finite difference derivative as defined in (1.39),

and EL = 〈Ψ|H|x〉
〈Ψ|x〉

is the local energy on a configuration x where all electron

positions and spins are given. In analogy with the general expression (1.31) of the

forces, we can identify the operators Ok corresponding to the space-warp change

of the variational wave function:

Ok =
∆ν

∆R
log(J

1/2
∆R

Ψ∆R) (1.44)

The above operators (1.44) are used also in the definition of the reduced matrix s̄

for those elements depending on the variation with respect to a nuclear coordinate.

In this way it is possible to optimize both the wave function and the ionic positions

at the same time, in close analogy with the Car-Parrinello[40] method applied to

the minimization problem. Also Tanaka [41] tried to perform Car-Parrinello like

simulations via QMC, within the less efficient steepest descent framework.

An important source of systematic errors is the dependence of the variational

parameters ci on the ionic configuration R, because for the final equilibrium ge-

ometry all the forces fi corresponding to ci have to be zero, in order to guarantee

that the true minimum of the potential energy surface (PES) is reached [42]. As

shown clearly in the previous subsection, within a QMC approach it is possible to

control this condition by increasing systematically the bin length, when the ther-

mal bias Tnoise vanishes. In Fig. 1.1 we report the equilibrium distance of the Li

molecule as a function of the inverse bin length, for two different basis sets, so

that an accurate evaluation of such an important quantity is possible even when

the number of variational parameters is rather large, by extrapolating the value to

an infinite bin length.

We have not attempted to extend the geometry optimization to the more ac-

curate DMC, since there are technical difficulties [43], and it is computationally

much more demanding.

Different energy scales

The SR method performs generally very well, whenever there is only one energy

scale in the variational wave function. However if there are several energy scales
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Figure 1.1: Plot of the equilibrium distance of the Li2 molecule as a function of

the inverse bin length. The total energy and the binding energy are reported in

Chapter 2 in Tables 2.4 and 2.5 respectively. The triangles (full dots) refer to a

simulation performed using 1000 (3000) iterations with ∆t = 0.015H−1 (∆t =

0.005H−1) and averaging over the last 750 (2250) iterations. For all simulations

the initial wavefunction is optimized at Li− Li distance 6 a.u.

in the problem, some of the variational parameters, e.g. the ones defining the

low energy valence orbitals, converge very slowly with respect to the others, and

the number of iterations required for the equilibration becomes exceedingly large,

considering also that the time step ∆t necessary for a stable convergence depends

on the high energy orbitals, whose dynamics cannot be accelerated beyond a cer-

tain threshold.

If the interest is limited to a rather small atomic basis, the SR technique is

efficient, and general enough to perform the simultaneous optimization of the Jas-

trow and the determinantal part of the wave function, a very important feature
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that allows to capture the most non trivial correlations contained in our variational

ansatz. Moreover, SR is able to perform the structural optimization of a chemical

system, which is another appealing characteristic of this method. However, to op-

timize an extended atomic basis, it is necessary to go beyond the SR method, and

to use the novel SRH, which will be presented in the next subsection.

1.4.2 Stochastic reconfiguration with Hessian accelerator

With the aim to solve the problem of the “slowing down” of the SR optimization

with the increase of the energy spread in the system, another and much more pow-

erful technique has been developed: the stochastic reconfiguration with Hessian

accelerator. It is rather clear that the knowledge of the second order derivatives

and their inclusion in a quadratic minimization procedure yields an hint on the

energy scales of the systems and provides a faster convergence to the minimum of

the total energy. Indeed, let us suppose that our variational ansatz defines in the

Hilbert space a subspace spanned by the vectors {Ok|ΨT 〉}k=0,...,p (see subsection

1.4.1); in principle, we can optimize the wave function expanded over that basis

by performing an exact numerical diagonalization of the matrix Hamiltonian with

elements Hk,k′ = 〈Ok|H|Ok′〉. In this case, we exploit the entire spectrum of the

effective Hamiltonian in the reduced basis, in order to find out the lowest state

within this finite subspace. The matrix Hk,k′ is a term of the total Hessian, and

it will be included also in the SRH approach. Since the expansion of the varia-

tional wave function over the basis defined by the operators Ok is valid only for

a small variation of the parameters α and all the terms are obtained via a QMC

sampling and are affected by a statistical noise, the convergence to the minimum

will be reached by an iterative scheme, as in the standard SR method. In the

quadratic regime without noise the Newton method based on the exact Hessian

matrix should converge in one step, but in a region not so close to the stationary

point also the contributions beyond the second order will be important and the

convergence will be not immediate, although much faster than in the SR case.

To derive the SRH method, we expand the trial wave function by taking into

account also second order terms:

|ψα+γ〉 '
[

1 +
∑

k

γk(Ok− < Ok >)
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+
β

2

∑

k,k′

γkγk′(Ok− < Ok >)(Ok′− < Ok′ >)

]

|ψα〉. (1.45)

It should be noticed that this expansion is exact with β = 1, only if the sec-

ond order derivatives of the wave function with respect the variational parame-

ters can be factorized. Of course, this is not always the case, in particular for

an highly correlated functional form. However, for a Jastrow factor of the form

J = exp[
∑

k αk(Ok− < Ok >)], where the operatorsOk can be either the charge-

charge or spin-spin correlations, the expansion in Eq. 1.45 is exact for β = 1.

Instead, for the determinant it is equivalent to assume that its expansion for small

change of parameters can be written as |ψα+γ〉 ∝ exp[
∑

k γk(Ok− < Ok >)]|ψα〉,
which is clearly an incomplete second order expansion, since it is nothing but a

first order cumulant expansion. Nevertheless, it is not necessary to have a correct

second order expression, as close to the convergence the second order terms are

irrelevant, and far from the minimum the linear system based on the expansion of

Eq. 1.45 is accurate enough to capture the different energy scales of the system.

Moreover, the expression in Eq. 1.45 does not need the evaluation of the second

order derivatives of the wave function, but only the derivatives of the local energy,

with a gain in computational time and in the simplicity of the implementation of

the scheme. Finally, we consider a more general form, with β another parame-

ter, because its value can be used to improve the efficiency of the minimization

scheme with the VMC sampling.

By substituting the wave function in Eq. 1.45 in the expression for the expecta-

tion value of the Hamiltonian Eα = 〈ψα|H|ψα〉/〈ψα|ψα〉, we obtain the variation

of the energy as a function of the change of the variational parameters up to the

second order:

∆E = −
∑

k

γkfk +
1

2

∑

k,k′

γkγk′ [Sh + (1 + β)G]k,k
′

(1.46)

where:

Sk,k
′

h = < [Ok, [H,Ok′]] > (1.47)

Gk,k′ = 2 < (H − Eα)(Ok− < Ok >)(Ok′− < Ok′ >) >

fk = −∂αk
Eα = −2 < (H − Eα)Ok > . (1.48)
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In the above equations we have used the hermitian character of all the operators

involved, implying for instance that < OkH >=< HOk >; fk indicate as usual

the forces acting on the variational parameters and vanishing at the minimum

energy condition, Sk,k
′

h represent the excitation matrix elements corresponding

to the operators Ok, Gk,k′ take into account the remaining contributions appearing

when the WF is not exact (< H−Eα >6= 0), whereas the square brackets indicate

the commutator.

By imposing the equilibrium condition to Eq. 1.46, i.e. ∂∆E/∂γk = 0, we

end up with the linear system:

Bγ = f , (1.49)

where

B = Sh + (1 + β)G. (1.50)

The solution of 1.49 provides the change of the variational parameters which

hopefully will lower the energy. In practice, it is not guaranteed that the step

will be downhill, and the reason is twofold. First, if the matrix B is not positive

definite, the approximate energy shape is not bounded from below and the move

turns out to be unreliable. Second, the resulting displacement can be too large

and raise the energy, also in the case in which B is positive definite. In order

to overcome this problem, we used a solution similar to that adopted in the SR

approach. We require that the “distance” between the old and the new parameter

sets is below a certain threshold r, which is defined as the maximum wave function

change ∆WF = (|ψα+γ〉 − |ψα〉)/|ψα|, allowed with a single optimization step.

Since |∆WF|2 can be written in terms of the positive definite covariance matrix s̄

(see Eq. 1.34), the constraint is

∑

k,k′

γkγk′ s̄k,k′ ≤ r2. (1.51)

In practice, if B is not positive definite or if the condition in Eq. 1.51 is not ful-

filled, the matrix B is changed, B → B+µs̄, with µ a Lagrange multiplier which

yields a well defined “Hessian” matrix B and a change of the variational wave

function exactly equal to r. Notice that if µ tends to infinity, the SRH scheme

reduces to the standard SR optimization, since the true “Hessian” contribution to

B will become negligible.
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As already pointed out by Umrigar and Filippi in their derivation of the Hes-

sian based optimization[33], within a QMC framework it is crucial to express all

quantities involved in the determination of the linear system (Eq. 1.49) in the form

A(x)− < A(x) >, i.e. by means of fluctuation of the estimator A, since in this

way the noise is much more reduced, and therefore the result much more pre-

cise. Sorella[19] found that all matrices useful to compute the “Hessian” B can

be rewritten as product of fluctuations:

fk = −2 < δeL(x)δOk(x) > (1.52)

Sk,k
′

h = < δ∂αk
eL(x)δOk′(x) > +(k ↔ k′) (1.53)

s̄k,k′ = < δOk(x)δOk′(x) > (1.54)

Gk,k′ = 2 < δeL(x)δOk(x)δOk′(x) > (1.55)

where eL(x) = 〈ψα|H|x〉
〈ψα|x〉

is the local energy. Now, notice that the operators Ok

and the local energy are extensive and therefore scale linearly with the number of

electrons Ne, whereas their fluctuations δOk and δeL scale with
√
Ne. Thus it is

clear from the above expressions that the matrixG has a zero signal to noise ratio,

since its magnitude is of order Ne but it is affected by fluctuations of order 3
√
Ne.

Therefore its value can not be determined within a given accuracy if the system

is large enough, but fortunately its contribution is negligible for a very good trial

wave function. All the other quantities are well defined, and one can get rid of G

by setting β = −1.

Another important problem, present in all optimization techniques performed

within a QMC framework, is the presence of the nodes, which occurs whenever

the parameters to be optimized are present in the antisymmetric part of a fermionic

wave function. Indeed the vanishing of wave function on the nodes can yield

quantities with an ill defined variance, or spoil directly their average values. In

our case, both matrices S and G suffer of this last and more serious problem,

but if β = 0 the divergences coming from the two matrices cancel mutually out,

since they have the same behaviour close to the nodes (note that ∂αk
eL(x) '

−Ok(x)eL(x)). Therefore, if both the Jastrow and the antisymmetric part need to

be optimized, the choice β = 0 performs much better. On the other hand, if only

the Jastrow parameters are optimized, it is more convenient to set β = −1. The

value β = 1, corresponding to the true “Newton method” (exact evaluation of the
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Hessian matrix) 2 has been found always less efficient than the other cases. In

particular, if only the Jastrow parameters are involved, the SRH is 50 times more

efficient than SR, and 10 times with respect to the Newton method. In the case

of determinantal parameters the gain is lower, ranging from a factor 2 to 10 with

respect to the standard SR, since the cut-off r has to be kept smaller, in order to

dump the fluctuations coming from the noisy estimators close to the nodes. In

all cases, the Hessian contribution is crucial to reduce the “slowing down” for the

minimization of a complex energy landscape.

Last but not least, we highlight that also within the SRH scheme it is possible

to perform structural optimizations of a molecular system. The trick is to replace

the S matrix with the simpler s̄ matrix for those elements involving only the ionic

derivatives and to exploit the symmetry of S for the mixed ionic - non ionic ele-

ments, by using Sk,k
′

h = Sk
′,k
h = 2 < δ∂αk

eL(x)δOk′(x) >, which do not involve

local energy derivatives of ionic positions. This is the so called “mixed method”,

which allows to include in the SRH framework either those parameters which are

present also in the Hamiltonian, like the ionic positions, or parameters for which

the computation of the derivatives of the local energy is particularly cumbersome.

1.5 Diffusion Monte Carlo

The diffusion Monte Carlo method[15, 44] is a stochastic approach which “opti-

mizes” the wave function in an automatic manner, by filtering out the high energy

components of the initial trial function and by projecting it onto the lowest pos-

sible state non orthogonal to the starting guess and compatible with the given

boundary conditions.

The stochastic projection is realized following the dynamics driven by the

imaginary time Schroedinger equation:

−∂tΦ(R, t) = (H − ET )Φ(R, t), (1.56)

where ET is a proper shift in the energy scale, H and R are as usual the Hamilto-

nian and the N particle configuration in a D dimensional continuous space. The

2However, this is valid only for Jastrow parameters appearing linearly in the exponent. In all

the other cases the Hessian matrix B defined in our approach is still approximated, even with

β = 1.
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derivation of the algorithm can be based either on an integral Green function for-

malism or on a path-integral approach. We prefer to follow the former route, and

write Eq. 1.56 in the following integral form:

Φ(R, t+ τ) =

∫

dR′G(R′,R, τ)Φ(R′, t), (1.57)

where G is a Green function, i.e. the formal solution of the equation:

∂tG(R′,R, t) = (H − ET )G(R′,R, t), (1.58)

with the initial condition G(R′,R, 0) = δ(R′ −R). It can be easily shown that it

is possible to write the Green function in terms of an exponential form involving

the Hamiltonian operator:

G(R′,R, t) = 〈R′|e−tH |R〉, (1.59)

and by using the spectral decomposition, G can be expressed as function of the

eigenstates and eigenvalues of the Hamiltonian:

G(R′,R, t) =
∑

n

φn(R
′) exp [−t(En − ET )]φn(R). (1.60)

From Eq. 1.60, it is apparent that during the evolution, the higher energy compo-

nents will decay exponentially faster, and by setting ET = E0 the ground state

will be steadily reached in the asymptotic regime. Indeed, after replacing Eq. 1.60

in Eq. 1.57, one obtains in the limit τ → ∞:

lim
τ→∞

Φ(R, t+ τ) = 〈φ0|ΨT 〉 exp [−τ(E0 − ET )]φ0(R) +O
(

e−τ(E1−E0)
)

,

(1.61)

where we have supposed that the ground state of the system is unique. Notice that

the prefactor depends also on the overlap of the trial wave function (Φ(R, 0) =

ΨT ) with the GS, and the speed of convergence depends also on the energy gap

between the GS and the first excited states.

So far, we have analyzed the theoretical ground of the DMC algorithm. For

practical purposes, we need to find out an explicit form for the Green function, in

order to implement it in a numerical procedure. This is accomplished by using the

Trotter-Suzuki approximation, as the kinetic operatorK and the potential operator

V do not commute each other:

e−τ(K+V ) ≈ e−τKe−τV +O(τ 2). (1.62)
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In this way it is possible to write a functional form of Green function valid up to

the second order in the time step τ :

G(R′,R, τ) = (2πτ)−3N/2 exp

[−(R′ − R)2

2τ

]

exp [−τ(V (R′) − ET )]

= Gdiff Grate. (1.63)

In Eq. 1.63, the first factor is related to a diffusion process, since its Green func-

tion is exactly a Gaussian, the second term is the weight factor related to a rate

process describing death and birth events. Gdiff is the exact Green function for

the Fokker Plank equation without drift and it comes from the kinetic term of the

imaginary time Hamiltonian, Grate is the exact Green function for the rate equa-

tion, involving an exponential solution, and it comes from the potential part of

the Hamiltonian. Since the separation of these two processes is a consequence of

the Trotter approximation, which is valid only for small time steps, the evolution

will be realized iteratively, in such a way that the asymptotic convergence will be

reached after many time slices.

Now, let us suppose that the initial trial state is nodeless (we will treat particle

statistics later on). We can interpret it as a probability distribution, like in other

QMC schemes, and represent it using a single or a set of walkers, distributed

according to ΨT . Since Gdiff is normalized, the diffusion Green function will

play the role of a transition matrix probability, while Grate will be simply a factor

accumulated step by step in the weights. Remember that the general definition

of the walker, given in Section 1.2, includes its configuration (a DN dimensional

vector) and its weight (a scalar), which in this case is not trivial (w 6= 1). After the

walkers have been thermalized by sampling the initial distribution ΨT , we start

the DMC dynamics. A single step evolution is given by:

Ri = R
′
i + χ (position updating) (1.64)

wi(t+ τ) = wi(t)Grate(R
′
i, τ) (weight updating), (1.65)

where χ is a normally distributed DN dimensional vector with variance τ and

zero mean and i is the walker index. The weights have an exponentially fast

evolution, therefore they need to be renormalized from time to time in order to

avoid uncontrolled fluctuations. The walker renormalization is called branching.

Some walkers are replicated, some others are killed, according to the value their
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weights have assumed from the previous branching. The new generation will

be distributed according to the discrete distribution wi
P

j wj
, and the new starting

weights will be set to 1. Different schemes for branching have been proposed.

We follow the formulation in which the total number of walkers is kept fixed to

M , since it has shown to be efficient, less biased, and easier to parallelize (see

Sec. 1.7) than the scheme where the population is free to fluctuate. A crucial

problem which can definitely spoil the simulation is the divergence of the potential

V , since it is included in the exponent of the rate Green function,

Grate(Ri, τ) = exp [−τ(V (R) − ET )] , (1.66)

and therefore in the weights. If the potential is not bounded, as usual in electronic

structure calculations, the simulation will be unstable. To overcome this problem,

the importance sampling Green function must be introduced. In the following

subsection we present the importance sampling, which allows a feasible imple-

mentation of the DMC algorithm, in the subsection 1.5.2 we introduce the fixed

node approximation in order to deal with fermionic systems, while in the last sub-

section we show how to compute expectation values within the DMC framework.

1.5.1 Importance sampling

The importance sampling is based on the idea that the evolution of the walkers

during the Markov process can be guided by a trial wave function, in order to

sample more effectively the entire configuration space[45]. In particular, the most

significant regions for the stochastic evaluation will be visited more frequently

than the others.

In the DMC approach, the importance sampling is built by changing the prob-

ability distribution that will be sampled during the diffusion. Instead of sampling

the distribution Φ (see Eq. 1.57), the process will sample the “mixed” distribution

f(R, t) = Φ(R, t)ΨT (R), where ΨT is the usual trial wave function, in this case

called also “guidance” wave function. The initial condition is f(R, 0) = Ψ2
T (R),

and the starting walkers will be distributed according to Ψ2
T (R), as in a simple

VMC sampling. While Φ fulfills Eq. 1.56, f will fulfill the following one:

−∂tf(R, t) = −1

2
∇2f(R, t)+∇·[vdifff(R, t)]+[EL(R) − ET ] f(R, t), (1.67)
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where ∇ is the DN dimensional gradient operator, vdiff is the DN -dimensional

drift velocity (also called “quantum force”) defined by:

vdiff(R) = ∇ ln |ΨT (R)|, (1.68)

and EL(R) = HΨT (R)/ΨT (R) is the local energy calculated on the trial wave

function. The Green function relative to Eq. 1.67 is slightly different from the

Green function for Eq. 1.56. Indeed the short time approximation for the impor-

tance sampling Green function reads:

G̃(R′,R, τ) = ΨT (R)G(R′,R, τ)ΨT (R′)−1 ≈ G̃diff G̃rate, (1.69)

where

G̃diff(R
′,R, τ) = (2πτ)−3N/2 exp

[

− (R′ − R − τvD(R′))2

2τ

]

(1.70)

G̃rate(R
′, τ) = exp [−τ (EL(R′) − ET )] . (1.71)

The most important consequence of importance sampling is the change in the rate

Green function (Eq. 1.71). Indeed, in the exponent of the weighting factor the

local energy appears in the place of the bare interaction potential. If ΨT satis-

fies the cusp conditions (see Chapter 2), the local energy does not diverge at the

coalescence points (where two particles overlap) as the coulomb potential does,

and therefore the weights are much better behaved. Notice that the local energy

diverges on the nodes of the trial function (where ΨT = 0), but the importance

sampling guarantees that those regions will be never sampled since there the wave

function is vanishing (see Subsection 1.5.2 for a discussion about the difference

between the nodal surface and the coalescence regions in a fermionic wave func-

tion). From Eq. 1.70 it is apparent that the diffusion Green function with impor-

tance sampling contains not only a diffusion move but also a drift component, as

a consequence of the modification of the imaginary time equation for the mixed

distribution f . The drift velocity close to the nodes is orthogonal to the nodal

surface and points outwards. Thus the quantum force drives the particles away

from the vanishing regions of the trial wave function, by enforcing the importance

sampling itself. Notice that not only the local energy but also the drift velocity is

divergent on the nodes, and since the Green function of Eq. 1.69 is approximated,
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this results in a worse behaviour of the diffusion process close to the nodal surface,

with respect to the ideal exact evolution.

The short time approximation based on the first order Trotter expansion of

the Green function yields the so called “time step error”, which affects the DMC

simulations. In order to obtain a result free of this error one needs to perform

simulations at different time steps and then to extrapolate the results to the limit

τ → 0. The behaviour of this extrapolation depends strongly on the Green func-

tion used to define the diffusion process and on the trial wave function employed

to guide the sampling. An accurate study of the time step error has been done by

Umrigar and coworkers [44]. There are mainly two issues which have to be taken

into account in order to reduce the time step bias and to improve the importance

sampling Green function.

• First, the approximated Green function of Eq. 1.69 does not fulfill the de-

tailed balance condition satisfied by the exact importance sampling Green

function:

G̃(R′,R, τ)ΨT (R′)2 = G̃(R,R′, τ)ΨT (R)2. (1.72)

Moreover, the limit of perfect importance sampling is not reached, i.e. even

if ΨT = Ψ0, the eigenstate and eigenvalue sampled by the approximated

evolution are still affected by the time step error. In order to restore the

detailed balance condition and the limit of perfect importance sampling, a

rejection step has to be incorporated into the propagation governed by the

approximate Green function. Following this scheme, once the move has

been proposed:

R
try = R

′ + χ+ τvD(R′), (1.73)

where χ is a D-dimensional vector of normally distributed numbers with

variance τ and zero mean, the acceptance probability is computed:

paccept(R
′ → R

try) = min

[

1,
G̃diff(R

try,R′, τ)ΨT (Rtry)2

G̃diff(R′,Rtry, τ)ΨT (R′)2

]

. (1.74)

A random number χflat is drawn (0 ≤ χflat < 1 with a constant distribution)

and compared with paccept. If χflat ≤ paccept the move will be accepted, other-

wise rejected, as in the generalized Metropolis algorithm (see Section 1.2).

A further improvement is obtained by replacing the time step in the rate
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Green function of Eq. 1.71 with an effective τeff, which takes into account

the change in the diffusion constant due to the rejection procedure [15, 44].

• Second, in order to cure the singularity of the drift velocity present in the

Green function, Umrigar et al.[44] proposed a correction, which reduces the

drift velocity to its usual definition far from the nodes, but which acts as a

cut-off when the walker is close to the nodal surface:

v̄D =
−1 +

√

1 + 2v2
Dτ

v2
Dτ

vD. (1.75)

Moreover, also the local energy in the rate Green function of Eq. 1.71 is

cut-off by the factor v̄/v, which compensates the 1/R divergence on the

nodes. Finally, the approximate diffusion Green function close to the nuclei

is replaced by an exponential form in order to preserve the atomic cusp

conditions.

Using an algorithm with small time-step error allows one to perform simulations

with a greater time step without losing accuracy. This also results in a better effi-

ciency of the simulations, since the diffusion constant is proportional to
√
τ and

the autocorrelation time is reduced for a bigger time step. Therefore the statis-

tical error on the measured expectation values is lowered, compared to the error

obtained by a simulation with the same number of time slices but with a smaller

time step.

1.5.2 Fixed node approximation

From the Fermi statistics it follows that the ground state of a many-body system

will have nodes if the number of particles N > 2. Indeed the antisymmetry yields

regions of the DN -dimensional configuration space on which the wave function

is vanishing and across which it changes sign. The subspace where Ψ(R) = 0 is

called nodal surface, since its dimension is DN − 1. Notice that in general the

nodes of the ground state wave function are unknown a priori, except for the one

dimensional case, where the nodes are completely determined by the coalescence

conditions between two particles. All the points defined by the coalescence of

two fermions belong to a DN − D dimensional subspace, but if D = 1 this

dimensionality coincides with that of the nodal surface. Ceperley showed that
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these two different subspaces coincide exactly in 1D, and the nodes are therefore

completely fixed by the coalescence conditions[46], which can be easily written

and handled. Usually in this thesis the systems under consideration will be three

dimensional, for which this argument is not valid.

The fact that the fermionic wave function changes sign implies that in general

f(R, t) is not necessarily non negative everywhere and thus it can not be inter-

preted as a probability distribution. Moreover the importance sampling Green

function (1.69) changes sign if the Gaussian move crosses a node, and it can not

be viewed as a transition probability. Everything can be restored if one lets the

weights to carry the sign, but even in that case the DMC algorithm will try to

project the wave function onto the lowest energy state, which is bosonic. There-

fore the fermionic component will vanish and the signal to noise ratio of the com-

puted quantities will go to zero, as a consequence of the diffusion from positive

to negative nodal pockets and vice versa and the loss of a dominant sign in the

weights. This is the well known “sign problem”, which affects and spoils all

naive DMC simulations for fermions.

A solution for this problem is the fixed node approximation (FNA) [13–15],

which requires that the lowest state Φ will have the same signs as the trial wave

function ΨT . This is equivalent to change the boundary conditions of the Hamil-

tonian, that can be realized by rejecting the moves which cross the nodal surface

of ΨT . In this way the diffusion is constrained within the starting nodal pocket,

and the algorithm will give the lowest energy and the corresponding eigenstate

of the Hamiltonian with the fixed node boundary conditions. This represents an

important limitation, as it is difficult to obtain the exact answer even if the wave

function is extremely accurate. On the other hand, the FNA has marked the suc-

cess of the DMC method, since it has allowed the application of this framework

to a large variety of systems, and it is characterized by a list of good properties:

• All the nodal pockets are equivalent for the ground state of the fixed node

Hamiltonian, since all of them can be connected through a permutation P
between two particles. Therefore the initial position of the walkers does

not matter for the final result (this property is also known as the tiling the-

orem [46]) and the fixed node constraint can be easily implemented in the

algorithm by a rejection step.
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• The fixed node energy, i.e. the lowest energy with the given fixed node

boundary conditions, is a variational upper bound of the true ground state

energy of the system. This is easily proved. Suppose that Ψm
0 (R) is the

ground state of the m − th nodal pocket with energy Em
0 . By applying the

permutations P on the particles, one can construct an antisymmetric wave

function,

Ψ̄0 =
1

NP

∑

P

(−1)χPΨm
0 (PR), (1.76)

where NP is the total number of permutations and χP is the parity of the

permutation P . For the tiling theorem, the many-body wave function in

Eq. 1.76 is well defined on the entire configuration space, and its energy

expectation value is exactly Em
0 . For the variational principle it follows that

Etrue ≤ Em
0 , where Etrue is the ground state energy of the true Hamiltonian

(without the FN boundary conditions).

• If the nodes of the trial wave function are exact, the FNA is exact. There-

fore if the exact nodal structure is unknown, like in almost all cases, the

optimization of ΨT is crucial to get an accurate result. As a consequence

of the exact limit of the FNA, the error in the energy are normally second

order in the errors in the nodal surface.

Notice that the importance sampling described in subsection 1.5.1 is in accor-

dance with the fixed node requirement, since the quantum force pushes the walk-

ers away form the nodal surface, by producing the same effect of the constraint

of rigid walls. Indeed, in principle for small enough time steps, the fixed node

approximation does not need to be enforced, since just the quantum force and the

acceptance-rejection procedure described in Eq. 1.74 would be enough to avoid

that the walkers cross the nodes. In practice, the usual time steps are not so small

and the nodal crossing rejection is necessary.

If the Hamiltonian contains an imaginary part, and the system does not have

the time-reversal symmetry, the wave function is complex. In this case the FNA,

which is valid only for real ground states, cannot be applied. Its extension to deal

with complex wave functions is the “fixed phase approximation”. In this thesis

only real states will be considered, therefore it is not worth getting into details on

the fixed phase approach.
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1.5.3 Averages

As we have seen, the DMC algorithm with importance sampling will sample the

asymptotic mixed distribution f = ΦΨT . Therefore, the expectation value of an

operator O computed within this framework will be a mixed estimate:

〈O〉mix =
〈Φ|O|ΨT 〉
〈Φ|ΨT 〉

=

∫

dRΨ(R)OΨT (R)
∫

dRΦ(R)ΨT (R)

=

∫

dRf(R)OL(R)
∫

dRf(R)
'
∑M

i=1 w(Ri)OL(Ri)
∑M

i=1 w(Ri)
(1.77)

Notice the presence of the weights in the DMC evaluation of the expectation value

〈O〉mix, which take into account the different energy contribution for each walker

Ri. For the Hamiltonian and for operators that commute with it, the mixed esti-

mate coincides with the pure estimate:

〈O〉 =
〈Φ|O|Φ〉
〈Φ|Φ〉 , (1.78)

where Ψ is present in both sides of the bracket. For the other operators 〈O〉mix is

different from the pure fixed node ground state expectation value. However it is

possible to show that a reasonable approximation to the pure average is given by

the extrapolated estimate:

〈O〉 = 2〈O〉mix − 〈O〉vmc +O(|Φ − ΨT |2), (1.79)

which is equal to the pure average up to the second order in the difference between

the fixed node ground state and the trial wave function. Another possibility is

to resort to forward walking, a technique almost never used in this thesis, and

therefore not explained here. The interested reader is referred to see Ref. [47].

However, for a good trial wave function the extrapolated estimate of Eq. 1.79 will

be enough to give an accurate result.

1.6 Lattice Green function Monte Carlo

The lattice Green function Monte Carlo (GFMC) method[48] relies on the same

principles as the DMC framework. It is a numerical technique based on an itera-

tive application of a projection operator, G = Λ −H , where Λ is an energy shift
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and H is the Hamiltonian. In this context G is called “Green function” and se-

lects the low energy eigenstates of the Hamiltonian which have non zero overlap

with the initial starting state. After a sufficient number of iterations and for an

appropriate choice of the constant Λ, only the lowest state will survive, and the

algorithm will sample a steady distribution. Indeed if we expand the initial wave

function |ΨT 〉 in the basis of eigenstates of H ,

|ΨT 〉 =
∑

i

ai|φi〉, (1.80)

where ai = 〈ΨT |φi〉, then we can obtain the spectral evolution of the state, which

after n steps will read:

Gn|ΨT 〉 = (Λ − E0)
n

[

a0|φ0〉 +
∑

n6=0

(

Λ − En
Λ − E0

)n

an|φn〉
]

. (1.81)

For Λ sufficiently large, it is apparent that the prefactor in front of the higher states

will vanish exponentially in the number of steps. Therefore, if a0 6= 0, the wave

function obtained by Gn will converge to the ground state of H , otherwise to the

lowest state with non zero overlap (an 6= 0).

This approach is related to the power method, but the iterative application of

the Green function G is realized on a statistical ground. Let |x〉 be an element of

the basis set chosen. |x〉 can be a spin configuration of the lattice or a position of

the particles in the lattice space. A single iteration step is given by the following

equation:

Φn+1(x
′) =

∑

x

Gx,x′Φn(x), (1.82)

which is the analogous of Eq. 1.57 on a lattice. In this case, the integration is

substituted by a sum, since the number of states is discrete. Gx,x′ = Λδx,x′ −Hx,x′

is the matrix elements of G in the chosen basis. If the latter recursive equation is

evaluated in an exact way, one obtains, after few iterations, transitions to a large

number of states. The computation becomes cumbersome and only small systems

could be studied. The solution is to statistically sample the evolution of Eq. 1.82,

as it has been done for the DMC framework. In order to have a well defined

transition probability px,x′, we normalize the matrix G and we take its modulus:

px,x′ =
Gx,x′

bx sx,x′
, (1.83)
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where bx =
∑

x′ Gx,x′/sx,x′ and sx,x′ is the sign of the matrix element Gx,x′.

As usual, the stochastic implementation of Eq. 1.82 is based on a Markov chain,

traced by walkers. The dynamics of the diffusion process on the lattice is gov-

erned by px,x′ and the prefactor included in the Green function, which arises from

its normalization, is taken into account by the weight of walker. Therefore, the

analogous of Eqs. 1.64 and 1.65, which are the position and weight updates in a

DMC procedure, becomes:

x′ = x+ δm (position updating) (1.84)

wi(n+ 1) = wi(n)bx sx,x′ (weight updating). (1.85)

Notice that in the lattice GFMC method, the new position x′ is selected through

an heat bath algorithm, in which all the possible next configurations (x included)

are taken into account in the transition probability matrix px,x′ , and the selection

is based on their relative probability. Therefore the evolution is statistically exact,

since the Green function is exactly sampled and there is no Trotter-like approxi-

mation, which instead affects the dynamics in the DMC algorithm. However in

the heat bath approach one needs to compute in advance all the possible states

connected through the Hamiltonian to the present position x. A lattice Hamilto-

nian can have in principle an infinite and discrete connectivity, but it is not usually

the case. Indeed the off diagonal matrix elements come either from kinetic terms

or non local potential elements and they are usually finite. It is clear that the effi-

ciency of the method relies on the extension of the connectivity. The bigger is the

number of off diagonal matrix elements (called also “hopping terms”), the lower

is the efficiency.

A problem in common with the DMC method is the fluctuation of the weights,

which can grow or decrease exponentially, thus causing a divergence in the vari-

ance of the computed averages. As already mentioned, in the case the weight is

always positive (no sign problem) the solution is the use of many walkers together

with the reconfiguration process (branching) that introduces a small but controlled

bias in the simulation, due to the finiteness of the walker population. Nevertheless,

the renormalization of the walker distribution limits the fluctuation of the overall

weight, and the weighted averages (similar to that in Eq. 1.77) can be computed

more effectively. In the presence of the sign problem, i.e. for a fermionic lattice

system, it is possible to collect negative sign contribution to w, whenever a walker



42 Quantum Monte Carlo methods

hops from two configurations where G (or the wave function) changes sign. In

practice, as we have already pointed out, the average sign goes exponentially to

zero as the number of iteration n is increased:

〈sn〉 =

∑

i wi
∑

i |wi|
≈
(

Λ − E0

Λ − Ebos
0

)n

, (1.86)

where Ebos
0 is the bosonic ground state energy, which is obviously below E0, and

the weighted averages are affected by the sign problem instability. Also for a

lattice Hamiltonian, this problem is overcome by the analogous of fixed node

approximation on the lattice, as it will be explained in Subsection 1.6.2.

In order to have non negative diagonal matrix elements Λ−Hx,x, it is necessary

to choose the constant Λ large enough. This requirement often determines a very

large constant shift, which increases with larger sizes and is not known a priori.

Moreover, if Λ is large, the probability to remain in the same configuration,

p(x) =
Λ −Hx,x

Λ −
∑

x′ Hx,x′
, (1.87)

becomes very close to one, and slows down the efficiency of the algorithm, since

the walker is “stuck” in the same configuration for a long time, while at each

iteration one computes the same quantities. Following Ref. [48], the problem of

working with large Λ can be easily solved with a great increase of efficiency, by

performing the limit Λ → ∞ of the Green function in an exact way. By the way,

if the potential V (x) is not bounded, it is necessary to perform such a limit. Now,

let us define the infinitesimal time step δτ = 1/Λ. If the probability p(x) goes to

one, the probability q(x) to leave the configuration x goes to zero. Indeed,

q(x) =

∑

x′(6=x)Gx,x′

Λ +
∑

x′ Gx,x′
≈ δτ

∑

x′(6=x)

Gx,x′ +O(δτ2), (1.88)

which has been obtained by picking out 1/Λ in front of the expression. Given the

Green function G and the position x, we are going to determine the total time τ

during which the walker stays in the configuration x. In particular τ = kq(x) δτ ,

where kq(x) is the number of iterations (or time slices) before the first acceptance

of a new configuration x′. The probability to remain k times in x and to leave at

the k + 1-th iteration, is given by t(k) = (1 − q)kq. It is straightforward to verify
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that the value kq(x), which is distributed according to t(k), is

kq(x) ≈ − log(1 − χ)

δτ
∑

x′(6=x)Gx,x′
+O(1), (1.89)

where χ is a uniform deviate in the interval [0, 1). Therefore the time τ is given

by the formula:

τ = − log(1 − χ)
∑

x′(6=x)Gx,x′
+O(δτ), (1.90)

which is statistically exact in the limit Λ → ∞. The advantage of using the above

Equation is that, at each configuration x, only one random number is necessary

to take altogether into account a very large sequence of power iterations, with a

clear reduction of the computational time. Notice also that this technique allows

to rewrite the Green function in an exponential form:

Gk = (ΛI −H)k ∝ exp (−τH) , (1.91)

thus the limit is equivalent to apply the exact imaginary time propagator exp (−τH)

to the state between two different configurations x and x′, and without time step

error. In this way, the concept of power method is replaced by a continuous time

formulation, which is much more efficient and elegant [49].

1.6.1 Importance sampling

As we have already seen in the DMC method, also in the GFMC algorithm it

is extremely convenient to use an importance sampling technique, with the aim

to reduce the variance of the energy and to build a more efficient algorithm, by

exploiting some information on the ground state wave function. We use a guiding

wave function ΨT , as close as possible to the true ground state, to improve the

sampling of the configuration space, via the transformed Green function:

G̃x,x′ = ΨT (x′)Gx,x′/ΨT (x). (1.92)

The resulting importance sampling Green function G̃ is nonsymmetric, but has the

same spectrum ofG as for any eigenvector φi with energy Λ−Ei, ΨT (x)φi(x) is a

right eigenvector of G̃ with the same eigenvalue. The Eq. 1.92 is the analogous of

Eq. 1.69 for the DMC framework. Similarly, the steady asymptotic distribution of
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the walkers will be the mixed state Φ0ΨT , and the evaluation of the ground state

energy will be given by the mixed average of the local energy, which in this case,

reads:

EL(x) =
∑

x′

ΨT (x′)Hx,x′/ΨT (x). (1.93)

Also in the GFMC scheme, the importance sampling leads to the zero variance

property. If the guiding wave function approaches an exact eigenstate of H , the

method will be free of statistical fluctuations, and by improving the guiding wave

function one is able to considerably increase the efficiency of the algorithm.

1.6.2 Fixed node approximation

The lattice fixed node (FN) approximation, introduced like in the DMC framework

to overcome the sign problem of fermionic systems, is based on the definition of

an effective Hamiltonian, which avoids crossing of regions in the configuration

space that yield a sign flip of the Green function G̃. Therefore the random walk is

constrained to stay in pockets with fixed sign for G̃, the sign matrix sx,x′ is now

constant, and the sign problem does not appear.

The FN Green function is designed as follows:

G̃FN
x,x′ = ΨT (x′)

(

Λx,x′ −HFN
x,x′

)

/ΨT (x) (1.94)

where the effective FN Hamiltonian HFN
x,x′ is defined as:

HFN
x,x′ =











Hx,x + Vsf(x) if x = x′

Hx,x′ if x 6= x′ and ΨT (x′)Hx,x′/ΨT (x) ≤ 0

0 if x 6= x′ and ΨT (x′)Hx,x′/ΨT (x) > 0

. (1.95)

Notice the presence in the diagonal part of the so called sign flip term [50], which

includes all contributions eliminated from the Green function G̃ to satisfy the fixed

node constraint:

Vsf(x) =
∑

H̃x,x′ > 0

and x 6= x′

H̃x,x′ > 0, (1.96)

where H̃x,x′ = ΨT (x′)Hx,x′/ΨT (x). As it will be shown later on for a more gen-

eral effective Hamiltonian, the sign flip term is crucial to fulfill the upper bound

property of the lattice FN ground state energy.
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The main difference between the lattice FN approximation and the FN on

the continuum is that in the former case not only the sign of the guidance wave

function ΨT matters to fix the FN constraint, but also the sign of the off diagonal

elements of the G̃matrix must be taken into account. Moreover, the statement that

ΨT with the exact nodes gives the exact ground state is not valid any more, since

not only the nodes are important to guarantee the exact result, but in general also

the ratios ΨT (x′)/ΨT (x) must be equal to those of the exact ground state in order

to obtain the lowest state of the true Hamiltonian, as it follows from the proof

of the upper bound property. Finally, the resulting mixed distribution and thus

the FN ground state will have the same nodes as the trial wave function, namely

ΨT (x)ΨFN(x) ≥ 0 for any configuration x: the same property is valid in the

continuous case.

A slight generalization of the FN energy can be obtained defining the effective

Hamiltonian in such a way that also the negative hopping terms of G̃ are taken

into account. Indeed, by reversing the sign of the positive off-diagonal matrix

elements of H̃ and multiplying them by a constant γ > 0, one obtains [49, 51]:

Heff
x,x′ =











Hx,x + (1 + γ)Vsf(x) if x = x′

Hx,x′ if x 6= x′ and ΨT (x′)Hx,x′/ΨT (x) ≤ 0

−γHx,x′ if x 6= x′ and ΨT (x′)Hx,x′/ΨT (x) > 0

.

(1.97)

The standard FN Hamiltonian is recovered with γ = 0, while the case with γ =

−1 corresponds to the true Hamiltonian, and the nodes are treated exactly (“nodal

release”). The sign problem is present for any γ < 0. In Eq. 1.97, the prefactor

of the sign flip term is (1 + γ), in such a way that the local energy of the effective

Hamiltonian Heff
γ is equal to the local energy of the true Hamiltonian for any

configuration x and the lattice upper bound theorem is still valid, also for this

more general Heff
γ .

The upper bound property of the ground state energy of the effective FN

Hamiltonian has been proved by ten Haaf and coworkers [50]. Here we briefly

follow that proof to show that also the effective Hamiltonian H eff
γ in Eq. 1.97 sat-

isfies this property. Let us take a variational state Ψ, and compare its energy with

respect to H and to H eff
γ :

∆E = 〈Ψ|(Heff
γ −H)|Ψ〉. (1.98)
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After some algebra, it is possible to write ∆E as a sum of positive definite terms:

∆E = (1+γ)
∑

„

H̃x,x′ > 0

and x 6= x′

«

|Hx,x′|
∣

∣

∣

∣

∣

Ψ(x)

√

∣

∣

∣

∣

ΨT (x′)

ΨT (x)

∣

∣

∣

∣

− sHx,x′Ψ(x′)

√

∣

∣

∣

∣

ΨT (x)

ΨT (x′)

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

≥ 0,

(1.99)

where sHx,x′ is the sign of the matrix element Hx,x′, and the brackets below the

summation label indicate that each pair of configurations x and x′, which occurs

twice, is taken once, since the other pair is rearranged in the summation. Since

∆E is positive for any wave function, it is also positive for the ground state Ψeff
γ

of the effective Hamiltonian H eff
γ . Therefore

Eeff
0 (γ) ≥ EFN(γ) ≥ E0, (1.100)

where Eeff
0 (γ) is the ground state energy of H eff

γ , EFN(γ) is the expectation value

of the true Hamiltonian H over Ψeff
γ , i.e. EFN(γ) = 〈Ψeff

γ |H|Ψeff
γ 〉, and E0 is

the ground state energy of H . The former upper bound in Eq. 1.100 comes di-

rectly from Eq. 1.99, while the latter comes from the variational principle. Notice

that Eeff
0 (γ) equals the mixed average EMA(γ) of H over the distribution ΨTΨeff

γ .

Indeed the following identities hold:

EMA(γ) = 〈Ψeff
γ |H|ΨT 〉/〈Ψeff

γ |ΨT 〉/〈= 〈Ψeff
γ |Heff

γ |ΨT 〉/〈Ψeff
γ |ΨT 〉

= 〈Ψeff
γ |Heff

γ |Ψeff
γ 〉/〈Ψeff

γ |Ψeff
γ 〉 = Eeff

0 (γ), (1.101)

where the first equality follows from the identity of the local energy for the ef-

fective and the true Hamiltonian applied on ΨT . Therefore the lattice FN upper

bound theorem of Eq. 1.100 can be rewritten as follows:

EMA(γ) ≥ EFN(γ) ≥ E0. (1.102)

1.6.3 Averages

It is important to highlight that on a lattice the mixed energy estimate EMA is

not necessarily equal to the pure estimate EFN , since the FN state Ψeff
γ is the

ground state of the effective Hamiltonian H eff
γ , which differs from H . Instead on

the continuum the mixed and pure energy estimates are equal, unless an effec-

tive Hamiltonian is employed. Indeed, the fixed node constraint on the continuum
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does not rely on an effective Hamiltonian, but only modifies the boundary condi-

tions. However, in the presence of non local potential, also on the continuum it

is necessary to handle with an effective Hamiltonian, and the difference between

the DMC FN mixed and pure averages will play a crucial role, as we will see in

Chapter 3.

In general, GFMC and DMC simulations will sample in the asymptotic regime

the mixed distribution ΨTΨ, and thus the averages over this sampling are mixed

(see Subsection 1.5.3). Here, we want to show that using the properties of the

lattice effective Hamiltonian in Eq. 1.97 it is possible to estimate with a good

accuracy the pure average [52], which usually is not directly accessible. In partic-

ular, we can exploit the parameter γ to write the true Hamiltonian H in terms of

the effective Hamiltonian H eff
γ . Indeed the following relation holds:

H = Heff
γ − (1 + γ)

d

dγ
Heff
γ . (1.103)

Since the final state of the GFMC simulation based on G̃eff
γ = Λ− H̃eff

γ will be the

ground state of H eff
γ , it turns out that:

EFN(γ) = 〈Ψeff
γ |Heff

γ − (1 + γ)
d

dγ
Heff
γ |Ψeff

γ 〉

= Eeff
0 (γ) − (1 + γ)

dEeff
0 (γ)

dγ
, (1.104)

where in the latter equality the Hellmann-Feynman theorem has been used. If γ is

view as perturbation of the true Hamiltonian, the well known convexity property

of Eeff
0 (γ) follows from the second order perturbative energy expansion:

d2Eeff
0 (γ)

dγ2
≤ 0. (1.105)

Therefore the expectation value EFN(γ) of the Hamiltonian H on the fixed node

state of Heff
γ is a monotonically increasing function of γ, as clearly:

dEFN(γ)

dγ
= −(1 + γ)

d2Eeff
0 (γ)

dγ2
≥ 0. (1.106)

From the above inequality, it is apparent that the best variational estimate of the

ground energy of H is obtained for γ = 0.
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The extension to finite γ is however convenient, as from Eq. 1.103 it is possible

to estimate the pure expectation value EFN(0) from the known mixed averages

Eeff
0 (γ). Indeed, one can compute the derivative with respect to γ exploiting either

correlated sampling techniques or finite differences, and finally obtain:

EFN(0) ≈ Eeff
0 (0) − Eeff

0 (γ) − Eeff
0 (0)

γ
. (1.107)

Notice that the estimate in Eq. 1.107 is variational, even if the derivative is eval-

uated in an approximate way, as a consequence of the convexity property of

Eq. 1.106. Moreover, since the energy Eeff
0 as a function of γ(≥ 0) is almost

linear in all cases a very good estimate can be obtained by evaluating the above

relation even for γ = 1.

1.7 Parallel calculation

Although Quantum Monte Carlo techniques are in general time consuming, they

are easy to parallelize, since they are based on averages of collected data, which

can be produced by almost independent calculations. In a QMC algorithm the

amount of data exchanged among different processors in a parallel machine is

relatively small and the inter processor communication takes a marginal fraction

of the total computation time. Therefore it is extremely convenient to parallelize a

QMC code, especially for electronic structure calculations, which are very heavy

from the computational point of view. We chose to parallelize our code exploiting

the concept of “distributed calculation”; the walkers are distributed across the

nodes of the parallel machine and each processor carries out the various stages

of the QMC algorithm with the given number of walkers. Moreover we used the

“master-slaves” paradigm, i.e. one processor (the master) orchestrates the whole

simulation and controls the work done by the slaves.

In general, the speed up S of a parallel computation scales with the number of

processors P following the Amdahl’s[53] formula:

S =
1

s+ (1 − s)/P
, (1.108)

where s is the “serial” fraction of the procedure, i.e. the time spent to execute

a non-parallel part of the code, communicate among processors and synchronize



1.7 Parallel calculation 49

the processes. Therefore also s can depend slightly on P . For a Monte Carlo

algorithm s is very small. In particular, for the VMC algorithm s = 0, since all

the walkers are totally independent among each other, and the speed up reaches

the perfect linear scaling with P , as one can see from Fig. 1.2. In the case of

SRH simulations, we use a multi-walker sampling of the Hessian matrix, but the

inversion and the updating of the variational parameters are purely serial, as done

only by the master. Nevertheless, the fit for an SRH simulation with 50 parameters

and 8 walkers gives s = 0.008, thus only the 0.8% of the total single processor

time is a residual “serial” fraction. The LRDMC (analogous to DMC and GFMC)

case is more complex. In our implementation, the algorithm keeps the total num-

ber of walkers Nw fixed. In the parallel version, the walkers are equally shared

among the processors, and each process carries out the same number of walk-

ers, along the whole simulation. The fairness of the parallelization is therefore

maximal, contrary to the scheme in which the branching can change Nw. In the

latest case, each process has a fluctuating number of walkers, and the synchro-

nization among the processors can increase the latency time of the simulation.

However, even in the case of fixed Nw, the branching is the most expensive part in

the parallelization, since sometimes the replicated walkers need to be transferred

from a processor to another, by increasing the amount of the communication. In

Fig. 1.2, it is clear that is it more convenient to work with a large Nw, since with

128 walkers it turns out that s = 0.019, a value smaller than s = 0.041 obtained

for the case with 32 walkers. Indeed, if Nw is big with respect to the number

of processors, the time spent for the walker replication during the branching is

dominated by intra-processor exchanges rather than inter-processor ones, and the

communication among processors is less relevant.

The possibility to scale almost linearly with the number of processors makes

the QMC capable of computing properties of extended and large systems.
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Figure 1.2: Speed up of the parallel simulation versus the number of processors.

Typical VMC (16 walkers), SRH (8 walkers) and LRDMC (32 and 128 walkers)

simulations are reported. In the SRH calculation we optimized 50 parameters, in

both the two LRDMC simulations the time T between two consecutive branchings

was set to 0.05 (see Tab. 3.1 and Sec. 3.4). The data have been fitted using the

formula in Eq. 1.108. The calculations were carried out on the clx parallel cluster

of Xeon 3GHz processors at Cineca (Bologna, Italy)



Chapter 2

Jastrow correlated geminal wave

function

2.1 Introduction

Since the seminal work by Heitler and London [54], very large steps have been

made towards the possibility to predict the quantitative properties of the chemical

compounds from a theoretical point of view. Mean field theories, such as HF have

been successfully applied to a wide variety of interesting systems, although they

fail in describing those in which the correlation is crucial to characterize correctly

the chemical bonds. For instance the molecular hydrogen H2, the simplest and

first studied molecule, is poorly described by a single Slater determinant in the

large distance regime, which is the paradigm of a strongly correlated bond; indeed,

in order to avoid expensive energy contributions - the so called ionic terms - that

arise from two electrons of opposite spin surrounding the same hydrogen atom,

one needs at least two Slater determinants to deal with a spin singlet wave function

containing bonding and antibonding molecular orbitals. Moreover at the bond

distance it turns out that the resonance between those two orbitals is important

to yield accurate bond length and binding energy, as the correct rate between

the ionic and covalent character is recovered. Another route that leads to the

same result is to deal with an antisymmetrized geminal power AGP wave function,

which includes the correlation in the geminal expansion; Barbiellini [55] gave an

illuminating example of the beauty of this approach solving merely the simple
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problem of the H2 molecule.

Since 50’s, the intensive efforts to explain theoretically the superconductivity

have been highlighting the role of pairing in the electronic structure. The BCS

wavefunction belongs to an original ansatz in which the correlation is introduced

through the product of pairing functions (in this context called Cooper pairs), al-

ready exploited in quantum chemistry by the pioneering work of Hurley et al.

[56] to treat correlation effects in molecular properties. Their wavefunction was

called AGP that has been shown to be the particle–conserving version of the BCS

ansatz [57]. It includes the single determinantal wavefunction, i.e. the uncorre-

lated state, as a special case and introduces correlation effects in a straightforward

way, through the expansion of the pairing function (geminal): therefore it was

studied as a possible alternative to the other multideterminantal approaches. The

main advantage of the AGP wave function is that it can be evaluated by computing

only a single Slater determinant, even beyond the HF approximation. In general,

therefore, the computational effort to calculate this correlated wave function is

not very demanding, the scaling of the algorithm with the number of particles be-

ing comparable with the simplest uncorrelated HF theory. Although this ansatz

seemed so appealing, it led to some expensive optimization procedures [58, 59]

with numerical problems [60, 61] in particular when applied to large systems,

and so it turned out to be non competitive with respect to HF and configuration

interaction (CI) methods.

On the other hand the variational approaches based on CI technique, which

is able to take into account many Slater determinants, have been shown to be

successful for small molecules (e.g. Be2 [62]). In these cases it is indeed fea-

sible to enlarge the variational basis up to the saturation, the electron correlation

properties are well described and consequently all the chemical properties can be

predicted with accuracy. However, for interesting systems with a large number of

atoms this approach is impossible with a reasonable computational time. Com-

ing back to the H2 paradigm, it is straightforward to show that a gas with N H2

molecules, in the dilute limit, can be dealt accurately only with 2N Slater deter-

minants, otherwise one is missing important correlations due to the antibonding

molecular orbital contributions, referred to each of the N H2 molecules. There-

fore, if the accuracy in the total energy per atom is kept fixed, a CI-like approach

does not scale polynomially with the number of atoms. Although the polynomial
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cost of these Quantum Chemistry algorithms - ranging fromN 5 toN7 - is not pro-

hibitive, a loss of accuracy, decreasing exponentially with the number of atoms is

always implied, at least in their simplest variational formulations. This is related

to the loss of size consistency of a truncated CI expansion. On the other hand,

this problem can be overcome by coupled cluster methods, that however in their

practical realization are not variational[63].

An alternative approach, not limited to small molecules, is based on DFT.

This theory is in principle exact, but its practical implementation requires an ap-

proximation for the exchange and correlation functionals based on first principles,

like the Local Density approximation (LDA) and its further gradient corrections

(GGA), or on semi empirical approaches, like BLYP and B3LYP. For this reason,

even though much effort has been made so far to go beyond the standard function-

als, DFT is not completely reliable in those cases in which the correlation plays

a crucial role. Indeed it fails in describing HTc superconductors and Mott insula-

tors, and in predicting some transition metal compounds properties, whenever the

outermost atomic d-shell is near-half-filled, as for instance in the high potential

iron proteins (HiPIP)[3]. Also H2 molecule in the large distance regime must be

included in that list, since the large distance Born-Oppenheimer energy surface,

depending on Van der Waals forces, is not well reproduced by the standard func-

tionals, although recently some progress has been made to include these important

contributions[64–66].

In this chapter we would like to study a different ansatz, which could be both

accurate and efficient, so that it would be possible in principle to deal also with

complex systems without losing accuracy. We want to exploit the good scaling

properties of the AGP approach, with the inclusion of an external correlating fac-

tor, the so called Jastrow term, which can overcome the previous difficulties found

in the convergence of the optimized AGP basis. Indeed, as already pointed out by

Umrigar for the CI expansion[67], the rate of convergence in the basis is increased

by the Jastrow factor, just because it allows the wave function to have the correct

cusps, otherwise present only asymptotically in the linear combination of deter-

minants or in the geminal expansion. Of course, all the calculations involving the

Jastrow-AGP wave function are done within the QMC framework, that can easily

deal with explicit correlated wave functions.

The JAGP wave function is the analogous of the resonating valence bond
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(RVB) state, first introduced by Pauling[68] in 1949, to describe the chemical

structure of molecules such as benzene and nitrogen oxide; the idea behind that

concept is the superposition of all possible singlet pairs configurations which link

the various nuclear sites of a compound. He gave a numerical estimate of the

resonating energy in accordance with thermochemical data, showing the stability

of the ansatz with respect to a simple Hartree Fock valence bond approach. Few

decades later, Anderson [69] in 1973 developed a mathematical description of the

RVB wave function, in discussing the ground state properties of a lattice frus-

trated model, i.e. the triangular two dimensional Heisenberg antiferromagnet for

spin S = 1/2. His first representation included an explicit sum over all the singlet

pairs, which turned out to be cumbersome in making quantitative calculations,

the number of configurations growing exponentially with the system size. Much

later, in 1987, motivated to find an explanation to High-Temperature supercon-

ductivity by means of the variational approach, he found a much more powerful

representation of the RVB state[4], based on the Gutzwiller projection P of a BCS

state

P |Ψ〉 = ΠkP (uk + vkc
†
k,↑c

†
−k,↓)|0〉, (2.1)

which in real space and for a fixed number N of electrons takes the form

P |Ψ〉 = P Σr,r′

[

φ(r− r
′)c†

r,↑c
†
r′,↓

]N/2

|0〉, (2.2)

where the pairing function φ is the Fourier transform of vk/uk. The Cooper pairs

described by the BCS wave function are taken apart from each other by the re-

pulsive Gutzwiller projection, which avoids doubly occupied sites; in this way

the charge fluctuations present in the superconducting ansatz are frozen and the

system can become an insulator even when, according to band theory, the sys-

tem should be metallic, because there is one electron per site, namely the free

electron band is half filled. The wavefunction (2.2) allows a natural and sim-

ple description of a superconducting state close to a Mott insulator, opening the

possibility for a theoretical explanation of high temperature superconductivity, a

phenomenon discovered in 1986[70], but not fully understood until now. Indeed,

soon after this important experimental discovery, Anderson[4] suggested that the

Copper-Oxygen planes of cuprates could be effectively described by an RVB state,

and extensive developements along this lines have subsequently taken place[71].
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From the RVB ansatz it is clear that the HTc superconductivity (SC) is essentially

driven by the Coulomb and magnetic interactions, with a marginal role played by

phonons, in spite of the crucial role they play in the standard BCS theory. As far

as the magnetic properties are concerned, the RVB state is quite intriguing be-

cause, it represents an insulating phase of an electron model with an odd number

of sites per unit cell, with vanishing magnetic moment and without any finite or-

der parameter, namely a completely different picture from the conventional mean

field theory, where it is important to break the symmetry in order to avoid the one

electron per unit cell condition, incompatible with insulating behavior. This rather

unconventional RVB state is therefore called spin liquid and it has shown to be a

good representative for the GS of some strongly correlated systems on a lattice

[5, 72–74].

As the interplay between the Gutzwiller and the BCS state is crucial in deter-

mining the accuracy of the RVB ansatz for strongly correlated lattice models, on

the same footing the interplay between the Jastrow and the AGP part is expected

to be extremely important to set the quality of the JAGP variational description

for realistic quantum chemical systems. To highlight the role of the Jastrow, let us

coming back to the gedanken experiment of a gas of hydrogen dimers: in this case

the geminal will contain not only the terms valid for just two sites, but also the

contributions from all the other nuclei in the system. It is clear that the AGP wave

function will allow strong charge fluctuations around each H pair, and therefore

molecular sites with zero and four electrons will be permitted, leading to poor

variational energies. For this reason, the AGP alone is not sufficient, and it is

necessary to introduce a Gutzwiller-Jastrow factor in order to dump the expensive

charge fluctuations.

The structure of this chapter is the following: in Section 2.2 we describe the

JAGP ansatz in detail, in Sections 2.3 and 2.4 we present the result obtained for

some atoms and molecules respectively, while in Section 2.5 we draw the conclu-

sions.
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2.2 Functional form of the wave function

The wavefunction we used in our QMC calculations is defined by the product of

two terms, namely a Jastrow J and an antisymmetric part ΨAGP :

Ψ(r1, . . . , rN) = J(r1, . . . , rN)ΨAGP (r1, . . . , rN). (2.3)

If the former is an explicit contribution to the dynamic electronic correlation, the

latter is able to treat the non dynamic one arising from near degenerate orbitals

through the geminal expansion. Therefore our wave function is highly correlated

and it is expected to give accurate results especially for molecular systems. The

Jastrow term J(r1, . . . , rN) is further split into a two-body and a three-body fac-

tors (J = J2J3). The different parts of the wavefunction (2.3) will be described in

detail below.

2.2.1 The determinantal part

Let Φ be the pairing function (geminal) which takes into account the correlation

between two electrons with opposite spin. If the system is unpolarized (N ↑ =

N↓ = N
2

) and the state is a spin singlet, the AGP wavefunction is

ΨAGP (r↑1, . . . , r
↓
N) = Â[Φ(r↑1, r

↓
1)Φ(r↑2, r

↓
2) · · ·Φ(r↑N

2

, r↓N
2

)], (2.4)

where Â is an operator that antisymmetrizes the product in the square brackets and

the geminal is a singlet:

Φ(r↑, r↓) = φ(r↑, r↓)
1√
2

(| ↑↓〉 − | ↓↑〉) , (2.5)

implying that φ(r, r′) is symmetric under a permutation of its variables. Given this

conditions, one can prove [75] that the spatial part of the ΨAGP can be written in

a very compact form:

ΨAGP (r1, . . . , rN) = det(Aij), (2.6)

where Aij is a N
2
× N

2
matrix defined as:

Aij = φ(r↑i , r
↓
j). (2.7)
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We are going to extend the definition of the geminal wavefunction to a po-

larized system, i.e. a system with a different number of electrons for each spin.

This generalization of the geminal model was first proposed by Coleman [76] and

called GAGP . Without loss of generality, one can assume that the number of

up particles (N ↑) is greater than the down ones (N ↓). In order to write down the

many–body wavefunction with the geminals, one needs to introduceN ↑−N↓ sin-

gle particle spin orbitals Φj not associated with any geminal and holding unpaired

electrons. Once again one recovers the compact notation (2.6) for the spatial part

of ΨAGP (see Appendix B), but this time Aij is a N↑ × N↑ matrix defined in the

following way:

Aij =

{

φ(r↑i , r
↓
j) for j = 1, N ↓

φj(r
↑
i ) for j = N↓ + 1, N↑

(2.8)

where the index i ranges from 1 to N ↑. In the polarized case, the remaining or-

bitals ψj may change the total angular momentum and spin quantum numbers with

the same rules valid for Slater-type wavefunctions. Within our ansatz it is there-

fore possible to have definite total spin and angular momenta at least in all cases

when the conventional Slater determinant does. On the other hand, whenever a

linear combination of Slater determinants is required to have a definite symmetry,

e.g. with Clebsch-Gordon coefficients, the same holds for the GAGP wavefunc-

tion. Indeed each GAGP can be obtained by antisymmetrizing the product of

Slater orbitals (that determine the quantum numbers) and a singlet zero angular

momentum term built with the remaining electron pairs. In this way, as far as the

quantum numbers of the many-body wavefunction are concerned, the expansion

is similar to the conventional one with simple Slater determinants.

The pairing function can be expanded over a basis of single particle orbitals:

ΦAGP (r↑, r↓) =
∑

l,m,a,b

λl,ma,b ψa,l(r
↑)ψb,m(r↓), (2.9)

where indices l, m span different orbitals centered on atoms a, b, and i,j are coor-

dinates of spin up and down electrons respectively. For spin polarized systems the

unpaired orbitals in Eq. 2.8 are expanded as well as the paired ones over the same

atomic basis employed in the geminal.

The geminal functions may be viewed as an extension of the simple HF wave-

function, based on molecular orbitals, and in fact the geminal function coincide
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with HF only when the numberM of non zero eigenvalues of the λmatrix is equal

to N/2. Indeed the general function 2.9 can be written in diagonal form after an

appropriate transformation:

ΦAGP (r↑, r↓) =
M
∑

k

λkψ̃k(r↑)ψ̃k(r↓), (2.10)

where ψ̃k(r) =
∑

j,a µk,j,aψj,a(r) are just the molecular orbitals of the HF theory

whenever M = N/2 (see Appendix C). Notice that with respect to our previ-

ous pairing function formulation also off-diagonal elements are now included in

the λ matrix, which must be symmetric in order to define a singlet spin orbital

state. Moreover it allows one to easily fulfill other system symmetries by setting

the appropriate equalities among different λl,m. For instance in homo-nuclear di-

atomic molecules, the invariance under reflection in the plane perpendicular to the

molecular axis yields the following relation:

λa,bm,n = (−1)pm+pnλb,am,n, (2.11)

where pm is the parity under reflection of the m−th orbital.

A further important property of this formalism is the possibility to describe

resonating bonds present in many structures, like benzene. A λa,bm,n different from

zero represents a chemical bond formed by the linear combination of the m-th and

n-th orbitals belonging to a-th and b-th nuclei. It turns out that resonating bonds

can be well described through the geminal expansion switching on the appropriate

λa,bm,n coefficients: the relative weight of each bond is related to the amplitude of

its λ.

Another appealing feature of the AGP term is the size consistency. If we

smoothly increase the distance between two regions A and B each containing a

given number of atoms, the many-electron wave function Ψ factorizes into the

product of space-disjoint terms Ψ = ΨA

⊗

ΨB as long as the interaction between

the electrons coupling the different regionsA andB can be neglected. In this limit

the total energy of the wave function approaches the sum of the energies corre-

sponding to the two space-disjoint regions. This property, that is obviously valid

for the exact many-electron ground state, is not always fulfilled by a generic vari-

ational wave function. Strictly speaking, the AGP wave function is certainly size
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consistent when both the compound and the separated fragments have the min-

imum possible total spin, because the geminal expansion contains both bonding

and antibonding contributions, that can mutually cancel the ionic term arising in

the asymptotically separate regime. Moreover the size consistency of the AGP, as

well as the one of the Hartree-Fock state, holds in all cases in which the spin of

the compound is the sum of the spin of the fragments. However, similarly to other

approaches[63], for spin polarized systems the size consistency does not gener-

ally hold, and, in such cases, it may be important go beyond a single AGP wave

function. Nevertheless we have experienced that a single reference AGP state is

able to describe accurately the electronic structure of the compound around the

Born-Oppenheimer minimum even in the mentioned polarized cases, such as in

the oxygen dimer.

The last part of this section is devoted to the nuclear cusp condition imple-

mentation. The cusp behaviour of the wave function on the coalescence points,

i.e. where two electrons overlap (electron cusp) or where an electron and a nucleus

overlap (nuclear cusp), is a property fulfilled by the exact wave function[77, 78].

Indeed, the cusps lead to a divergence of the kinetic term, which exactly can-

cels the divergence arising from the electron-electron or electron-nucleus inter-

actions. Therefore the cusp conditions keep finite the local energy on the coa-

lescence points, with a clear gain in reduction of the variance and in efficiency.

Within a Monte Carlo scheme, one is able to satisfy a priori both the nuclear and

the electron cusps, with an appropriate choice of the wave function. In this way

also the convergence in the basis expansion is expected to be more favorable[67].

A straightforward calculation shows that the AGP wave function fulfills the cusp

conditions around the nucleus a if the following linear system is satisfied:

(1s,2s)
∑

j

λj,j
′

a,b ψ̂
′
a,j(r = Ra) = −Za

∑

c,j

λj,j
′

c,b ψc,j(r = Ra), (2.12)

for all b and j ′; in the LHS the caret denotes the spherical average of the orbital

gradient. The system can be solved iteratively during the optimization processes,

but if we impose that the orbitals satisfy the single atomic cusp conditions, it

reduces to:
∑

c(6=a),j

λj,j
′

c,b ψc,j(Ra) = 0, (2.13)
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and because of the exponential orbital damping, if the nuclei are not close together

each term in the previous equations is very small, of the order of exp(−|Ra−Rc|).
Therefore, with the aim of making the optimization faster, we have chosen to use

1s and 2s orbitals satisfying the atomic cusp conditions and to disregard the sum

(2.13) in Eq. 2.12. In this way, once the energy minimum is reached, also the

molecular cusp conditions (2.12) are rather well satisfied.

2.2.2 Two body Jastrow term

As it is well known the Jastrow term plays a crucial role in treating many body cor-

relation effects. One of the most important correlation contributions arises from

the electron-electron interaction. Therefore it is worth using at least a two-body

Jastrow factor in the trial wave function. Indeed this term reduces the electron

coalescence probability, and so decreases the average value of the repulsive inter-

action. The two-body Jastrow function reads:

J2(r1, ..., rN ) = exp

(

N
∑

i<j

u(rij)

)

, (2.14)

where u(rij) depends only on the relative distance rij = |ri − rj| between two

electrons and allows to fulfill the cusp conditions for opposite spin electrons as

long as u(rij) → rij
2

for small electron-electron distance. If we defined u to fulfill

also the cusp conditions for parallel spin electrons (u(rij) → rij
4

for small rij),

the wave function would be spin contaminated, i.e. it would not be an eigenstate

of the total spin operator S2, as pointed out in Ref. [79]. We have chosen to

preserve the correct spin symmetry of the total wavefunction, by fulfilling only

the condition for antiparallel electrons. Indeed the cusp condition for electrons

with parallel spins is much less important because their probability to get close is

clearly small, due to the Pauli principle.

The pair correlation function u can be parametrized successfully by few vari-

ational parameters. The functional form we used for u, particularly convenient at

the chemical bond distance, where we performed most of the calculations, is the

one used also by Fahy [80]:

u(rij) =
aσiσj

rij

1 + bσiσj
rij
, (2.15)
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where σi is the spin of the i-th electron. The value of aσiσj
is fixed by the cusp

condition at the coalescence points of two electrons and bσiσj
contains at most

three free variational parameters, as b↑↓ = b↓↑ is implied by the spatial symmetry

of the Jastrow factor. We kept aσiσj
= 1/2 and bσiσj

= b, which satisfy the cusp

conditions for antiparallel electrons. b is the unique variational parameter of our

2-body Jastrow factor.

For the nitrogen atom, we checked the quality of this wavefunction with re-

spect to a spin contaminated one with two variational parameters, b↑↑ = b↓↓ = b1

and b↑↓ = b2. In both the cases, we kept the geminal expansion to be minimal

(HF + J like wavefunction). As reported in Table 2.1, the improvement in en-

ergy obtained by contaminating the spin wavefunction is rather negligible, and

disappears when the FN DMC simulation is carried out. This implies that it is

possible to obtain almost optimal nodes, without spoiling the spin symmetry and

by using only one variational parameter for the Jastrow factor.

2.2.3 Three Body Jastrow term

In order to describe well the correlation between electrons the simple Jastrow

factor is not sufficient. Indeed it takes into account only the electron-electron sep-

aration and not the individual electronic position ri and rj. It is expected that close

to nuclei the electron correlation is not accurately described by translationally in-

variant Jastrow, as shown by different authors, see for instance Ref. [26]. For this

reason we introduce a factor, often called three body (electron-electron-nucleus)

Jastrow, that explicitly depends on both the electronic positions ri and rj. The

three body Jastrow is chosen to satisfy the following requirements:

• The cusp conditions set up by the two-body Jastrow term and by the AGP

are preserved.

• It does not distinguish the electronic spins otherwise causing spin contami-

nation.

• Whenever the atomic distances are large it factorizes into a product of inde-

pendent contributions located near each atom, an important requirement to

satisfy the size consistency of the variational wave function.
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Analogously to the pairing trial function in Eq. 2.9 we define a three body

factor as:

J3(r1, ..., rN ) = exp

(

∑

i<j

ΦJ(ri, rj)

)

ΦJ(ri, rj) =
∑

l,m,a,b

ga,bl,mψa,l(ri)ψb,m(rj), (2.16)

where indices l and m indicate different orbitals located around the atoms a and b

respectively. Each Jastrow orbital ψa,l(r) is centered on the corresponding atomic

position Ra. We have used Gaussian and exponential orbitals multiplied by ap-

propriate polynomials of the electronic coordinates, related to different spherical

harmonics with given angular momentum, as in the usual Slater basis. Analo-

gously to the geminal function ΦAGP , whenever the one particle basis set {ψa,i} is

complete the expansion (2.16) is also complete for the generic two particle func-

tion ΦJ(r, r
′). In the latter case, however, the one particle orbitals have to behave

smoothly close to the corresponding nuclei, namely as:

ψa,i(r) − ψa,i(Ra) ' |r − Ra|2, (2.17)

or with larger power, in order to preserve the nuclear cusp conditions (2.12).

For the s-wave orbitals we have found energetically convenient to add a finite

constant cl/(N−1). As shown in the Appendix D, a non zero value of the constant

cl for such orbitals ψa,l is equivalent to include in the wave function a size consis-

tent one body term. As pointed out in Ref. [81], it is easier to optimize a one body

term implicitly present in the 3-body Jastrow factor, rather than including more

orbitals in the determinantal basis set.

The chosen form for the 3-body Jastrow (2.16) is similar to one used by Pren-

dergast et al. [82] and has very appealing features: it easily allows including the

symmetries of the system by imposing them on the matrix ga,bl,m exactly as it is

possible for the pairing part (e.g. by replacing λa,bm,n with ga,bm,n in Eq. 2.11). It is

size consistent, namely the atomic limit can be smoothly recovered with the same

trial function when the matrix terms ga,bl,m for a 6= b approach zero in this limit.

Notice that a small non zero value of ga,bl,m for a 6= b acting on p-wave orbitals can

correctly describe a weak interaction between electrons such as the the Van der

Waals forces.
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2.3 Application of the JAGP to atoms

For the application to atoms, in order that the wavefunction Ψ has a definite an-

gular momentum, it is convenient that the geminal is rotationally invariant around

the nucleus. This requirement is achieved by taking the generic orbital ψi to be an

eigenfunction of the single particle angular momentum operators l2 and lz; hence,

the orbital will be denoted by:

ψnlm(r, θ, φ) = Rnl(r)Ylm(θ, φ), (2.18)

where Ylm are spherical harmonics with standard notations and the radial part Rnl

depends on the principal quantum number n. In this preliminary study of atoms

we used a simple geminal expansion in which only the diagonal λmatrix elements

are taken into account. Thus the atomic geminal function takes the form:

φ(r↑, r↓) =
∑

nl

l
∑

m=−l

λnl(−1)mψnlm(r↑)ψ∗
nlm(r↓). (2.19)

In order to optimize the radial part Rnl of the the single particle orbitals, we

expand these radial functions in a Slater basis, in close analogy with Roothaan–

Hartree–Fock calculations [83], namely using functions of the type:

rn−1e−zkr (2.20)

with n ≥ 1, taking in principle as many different zk’s as required for convergence.

In the Roothaan–Hartree–Fock the coefficients of the linear combinations are

more involved, since the orthogonality among all single particle states is required.

In the Monte Carlo approach we have found that it is much simpler and more

efficient to deal with non-orthogonal orbitals, without spoiling the accuracy of the

calculation. In fact, for light elements with Z ≤ 15, studied here, it is possible

to obtain almost converged results by using only two exponentials for each radial

component (double zeta).

Hence, our single particle orbitals read in general

Rnl(r) = Crn−1(e−z1r + pe−z2r), (2.21)

where p is another variational parameter and C is the normalization factor for the

radial part Rnl:

C =
1

√

(2n)!

(

(2z1)
−(2n+1) + 2p(z1 + z2)

−(2n+1) + p2(2z2)
−(2n+1)

)− 1
2

. (2.22)
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Actually p is not free for all the orbitals: indeed, for a more accurate variational

wavefunction, we impose the electron-nucleus cusp condition [77], which implies

that each orbital must fulfill the following relation:

∂ψ̂

∂r
= −Zψ (2.23)

at r = 0 (the hat denotes the spherical average). That condition is automatically

obeyed by all but 1s and 2s orbitals of the type given in Eq.2.21. Instead, the

parameter p of 1s orbital must be:

p =
z1 − Z

Z − z2
, (2.24)

and for the 2s state, in order to fulfill Eq. (2.23), we choose a functional form of

the type:

ψ2s(r) = e−z1r + (p+ αr)e−z2r, (2.25)

where α is a further variational parameter and p is given by

p =
z1 − α− Z

Z − z2
. (2.26)

In our study, we found that the presence of the α term leads to a very marginal

improvement of the variational wavefunction, therefore we set α = 0 and we kept

the 1s and 2s orbitals to have the same functional form, in order to reduce the total

number of parameters.

2.3.1 Results

We have carried out QMC calculations for atoms from Li to P , using the JAGP

ansatz to describe the atomic electronic structure. We performed the optimiza-

tion of both the geminal and the Jastrow part minimizing the energy with the SR

method described in Sec. 1.4.1, Chapter 1. For all the atoms, we considered first

the minimal geminal expansion, corresponding to the HF single determinant, to-

gether with the simplest Jastrow factor with a single parameter reported in Eq.

(2.15). To improve the antisymmetric part, we increased the number of orbitals in

the geminal expansion, and for Be and Mg atoms we also systematically consid-

ered the effect of improving the wave function by using a 3-body Jastrow factor

(see Eq. 2.16).
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In order to judge the outcome of our calculations, we computed the correlation

energies and in particular its fraction with respect to the exact ground state energy

for the nonrelativistic infinite nuclear mass Hamiltonian, estimated in Ref. [84].

The quality of the variational wavefunction can be seen by computing the expec-

tation value of the energy by means of the VMC calculations. Furthermore, we

carried out DMC simulations within the FN approximation. As we have seen in

Sec. 1.5, the DMC energy depends on the quality of the nodal structure of the

variational wavefunction and the capability of improving the nodes during the op-

timization is crucial to obtain almost exact DMC energy values. To that purpose,

it is very important to have a variational functional form appropriate to reproduce

the correct nodes. We show that the JAGP wavefunction satisfies well this re-

quirement, yielding in all the atoms studied here very good DMC results. The

VMC and DMC energies are listed in Table 2.1; in Figures 2.1 and 2.2 we plot the

percentage of the correlation energy recovered respectively by VMC and DMC

calculations for different atoms and wavefunctions.

The VMC calculations with the minimal geminal expansion and the two body

Jastrow factor yield from 60% to 68% of the total correlation energy, with the ex-

ception of the Li atom, where 91.4% of the correlation energy is obtained. There-

fore, there is a sizable loss of accuracy in going from Li to Be, the worst case

being the Boron atom. The corresponding DMC simulations get a large amount

of the energy missing in the VMC calculations, recovering from 87.7% to 99.9%

of the total correlation energy, but the dependence on the atomic number shows

the same behavior found in VMC: the worst results are obtained for Be, B and

C atoms, due to the strong multiconfigurational nature of their ground states. As

well known, one can improve substantially the variational state of those atoms

including not only the 1s2 2s2 configuration but also the 2s2 2p2, because of the

near degeneracy of 2s and 2p orbitals. In this case the JAGP ansatz is particularly

efficient: by adding just one term in the geminal expansion, we are able to remove

this loss of accuracy in the correlation energy both in the VMC and the DMC

calculations.

In Table 2.2, we summarize some results obtained for Be in previous works

and compare them with ours. AGP calculations of atoms have been performed

only few times so far, the best one for Be is reported in the last row of the Table

2.2. Kurtz et al. [85] were able to recover 84% of correlation energy using a
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Table 2.1: Total energies in variational (EV MC) and diffusion (EDMC ) Monte Carlo cal-

culations; the percentages of correlation energy recovered in VMC (EV MC
c (%)) and DMC

(EDMC
c (%)) have been evaluated using the exact (E0) and Hartree–Fock (EHF ) energies from

Ref. [84]. M is the number of terms in the pairing expansion. The energies are in Hartree.

M E0 EHF EV MC EV MC
c (%) EDMC EDMC

c (%)

Li 1 -7. 47806 -7.432727 -7.47415(10) 91.4(2) -7.47806(5) 100.0(1)

5 -7.47582(2) 95.06(5) -7.47801(5) 99.9(1)

Be 2 -14. 66736 -14.573023 -14.63145(5) 61.9(5) -14.6565(4) 88.5(4)

5 -14.661695(10) 93.995(11) -14.66711(3) 99.73(3)

51 -14.66504(4) 97.54(5) -14.66726(1) 99.894(11)

B 2 -24. 65391 -24.529061 -24.6042(3) 60.3(2) -24.63855(5) 87.7(4)

5 -24.62801(4) 79.25(4) -24.6493(3) 96.3(3)

C 2 -37. 8450 -37.688619 -37.7848(6) 61.5(4) -37.8296(8) 90.2(5)

5 -37.7985(7) 70.3(4) -37.8359(8) 94.2(5)

N 2 -54. 5892 -54.400934 -54.52180(15) 64.20(8) -54.57555(5) 92.7(3)

22 -54.52565(15) 66.20(8) -54.5753(4) 92.6(2)

14 -54.5263(2) 66.62(11) -54.5769(2) 93.47(10)

O 3 -75. 0673 -74.809398 -74.9750(7) 64.2(3) -75.0477(8) 92.4(3)

14 -74.9838(6) 67.6(2) -75.0516(9) 93.9(3)

F 4 -99. 7339 -99.409349 -99.6190(8) 64.6(3) -99.7145(15) 94.0(5)

14 -99.6315(7) 68.4(2) -99.7141(6) 93.91(18)

Ne 5 -128. 9376 -128.547098 -128.8070(10) 66.6(3) -128.9204(8) 95.6(2)

14 -128.8159(6) 68.83(17) -128.9199(7) 95.47(18)

Na 5 -162. 2546 -161.858912 -162.1334(7) 69.37(19) -162.2325(10) 94.4(2)

9 -162.1434(7) 71.91(16) -162.2370(10) 95.5(2)

Mg 6 -200. 053 -199.614636 -199.9113(8) 67.67(19) -200.0327(9) 95.4(2)

9 -199.9363(8) 73.38(19) -200.0375(10) 96.5(2)

91 -200.0002(5) 87.95(12) -200.0389(5) 96.79(11)

Al 6 -242. 346 -241.876707 -242.1900(9) 66.77(19) -242.3215(10) 94.8(2)

9 -242.2124(9) 71.53(19) -242.3265(10) 95.8(2)

Si 6 -289. 359 -288.854363 -283.1875(10) 66.0(2) -289.3275(10) 93.8(2)

9 -289.1970(10) 67.9(2) -289.3285(10) 94.0(2)

P 6 -341. 259 -340.718781 -341.0700(10) 65.0(2) -341.2220(15) 93.2(3)

1 Wavefunction with a three body Jastrow factor.
2 Wavefunction with a two body Jastrow factor spin contaminated.
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Figure 2.1: VMC correlation energies for HF + J2 (minimal geminal expansion

with a two-body Jastrow factor), AGP +J2 (best geminal expansion) and AGP +

J3 (best geminal with a three-body Jastrow factor).

geminal expansion with a very large basis; our variational JAGP wavefunction

reaches 94% with a much smaller basis (1s, 2s and 2p orbitals). By including

a three-body Jastrow factor, 97.5% of the correlation energy is finally obtained,

which is comparable with the best multiconfiguration wavefunctions previously

studied [86].

This outcome highlights the importance of the Jastrow in reducing the gemi-

nal expansion and yielding a better energy. The nodal surface can be substantially

improved with the present approach, because the pairing expansion contains im-

plicitly not only the four determinants 1s22s2 and 1s22p2, but also the other three

2s22p2 and three 2p22p2, which can improve further the wavefunction. Indeed,

the geminal expansion reduces exactly to four determinants in the limit λ2s → 0

and λ2p → 0 with constant ratio λ2s

λ2p
. The fact that the minimum energy is ob-
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Figure 2.2: DMC correlation energies obtained by HF + J2, AGP + J2 and

AGP + J3 wavefunctions.

tained for λ2s 6= 0 and λ2p 6= 0 clearly shows that the energy can be lowered

by considering the remaining configurations described above. Indeed our DMC

Table 2.2: Comparison of the energies obtained by various authors for Be.

basis Jastrow VMC DMC

present work 2s1p two body -14.661695(10) -14.66711(3)

Huang et al.[86] 2s1p two body -14.66088(5) -14.66689(4)

present work 2s1p three body -14.66504(4) -14.66726(1)

Huang et al.[86] 2s1p three body -14.66662(1) -14.66723(1)

Sarsa et al.[87] 2s1p three body -14.6523(1)

Kurtz et al.[85] 6s3p2d none -14.6171
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energies are more than two standard deviations lower than the ones by Huang et

al.[86], to our knowledge the best available ones obtained with the four determi-

nants: one 1s22s2 and three 1s22p2. In order to determine accurate nodes for the

corresponding DMC calculation they used the two-body Jastrow factor similar to

the one of Eq. 2.15 and an highly involved three-body term much more complete

than ours (we used a double zeta s-p basis in the an expansion of Eq. 2.16 for

the 3-body geminal). For this reason our corresponding VMC energy is slightly

worse in this case. We also verified, therefore, that a more accurate description of

the Jastrow factor (which do not affect directly the nodes) is crucial to obtain bet-

ter nodes, provided the variational parameters, belonging to both the Jastrow and

the determinantal part, are optimized altogether. For instance, in Ref. [87] the au-

thors optimized only the coefficients in front of the four determinants 1s2s−1s2p

and not the orbitals, obtaining clearly a non optimal energy. The JAGP is simple

enough to allow a feasible parametrization of the variational state, by capturing

the most important correlations.

We found that also Mg, Al and Si, the second row atoms corresponding to

Be, B and C in the first row, have a quite strong multiconfigurational character,

involving here 3s and 3p orbitals. Analogously to the Beryllium case, for Mg

we have optimized both the two-body and the three-body Jastrow factor, together

with the AGP wavefunction containing 3s-3p resonance. In this case, although

at the variational level the three-body wavefunction is much better than the two-

body one (see Fig. 2.1), that difference disappears almost completely in the DMC

results. This shows that the correction of the nodal surface allowed by the more

accurate three-body Jastrow does not seem to be crucial as in the Be atom. On

the other hand, the effect of the AGP expansion is significant in improving further

the DMC calculation, which already yields good FN energies even with a simple

HF+J trial wavefunction for atoms heavier than C (percentage of correlation en-

ergy always greater than 92%). By adding the 3p contribution to the geminal we

were able to recover 96.8% of the correlation energy of Mg (see Fig. 2.2). Also

for Al the presence of the 3p orbital is significant in lowering the DMC energy,

and for Si it seems important only in the VMC value. As clearly shown in Fig. 2.2

the amount of nondynamic correlation is expected to be negligible for large Z: for

this reason we have not carried out the geminal optimization for Z > 14.

Finally, by using the JAGP wavefunction, we optimized some atoms (from
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N to Na) not affected by nondynamic correlation; here, in order to obtain an

improvement in the VMC and in the DMC energies, we needed a larger basis

(3s2p1d) in the geminal expansion.

2.4 Application of the JAGP to molecules

In this section we study correlation, and atomization energies, accompanied with

the determination of the ground state optimal structure for a restricted ensemble

of molecules. For each of them we performed a full all-electron SR geometry

optimization, starting from the experimental molecular structure. After the en-

ergy minimization, we carried out all-electron VMC and DMC simulations at the

optimal geometry within the fixed node approximation. The basis used here is a

double zeta Slater set of atomic orbitals (STO-DZ) for the AGP part (see Eq. 2.18

and Eq. 2.21), while for parameterizing the 3-body Jastrow geminal we used a

double zeta Gaussian atomic set (GTO-DZ). In this way both the antisymmetric

and the bosonic part are well described, preserving the right exponential behavior

for the former and the strong localization properties for the latter. Sometimes, in

order to improve the quality of the variational wave function we employed a mixed

Gaussian and Slater basis set in the Jastrow part, that allows to avoid a too strong

dependency in the variational parameters in a simple way. However, both in the

AGP and in the Jastrow sector we never used a large basis set, in order to keep the

wave function as simple as possible. The accuracy of our wave function can be

obviously improved by an extension of the one particle basis set but this is rather

difficult for a stochastic minimization of the energy. Nevertheless, for most of the

molecules studied with a simple JAGP wave function, a DMC calculation is able

to reach the chemical accuracy in the binding energies, and the SR optimization

yields very precise geometries already at the VMC level.

In the first part of this section some results will be presented for a small set

of widely studied molecules and belonging to the G1 database. In the second

subsection we will treat the benzene and its radical cation C6H
+
6 , by taking into

account its distortion due to the Jahn-Teller effect, that is well reproduced by our

SR geometry optimization.
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2.4.1 Small diatomic molecules, methane, and water

Except from Be2 and C2, all the molecules presented here belong to the standard

G1 reference set; all their properties are well known and well reproduced by stan-

dard quantum chemistry methods, therefore they constitute a good case for testing

new approaches and new wave functions.

The Li dimer is one of the easiest molecules to be studied after the H2, which

is exact for any Diffusion Monte Carlo (FN DMC) calculation with a trial wave

function that preserves the nodeless structure. Li2 is less trivial due to the presence

of core electrons that are only partially involved in the chemical bond and to the

2s − 2p near degeneracy for the valence electrons. Therefore many authors have

done benchmark calculation on this molecule to check the accuracy of the method

or to determine the variance of the inter-nuclear force calculated within a QMC

framework. In this work we start from Li2 to move toward a structural analysis of

more complex compounds, thus showing that our QMC approach is able to handle

relevant chemical problems. In the case of Li2, a 3s 1p STO − DZ AGP basis

and a 1s 1p GTO − DZ Jastrow basis turns out to be enough for the chemical

accuracy. More than 99% of the correlation energy is recovered by a DMC sim-

ulation (Table 2.3), and the atomization energy is exact within few thousandth of

eV (0.02 kcal mol−1) (Table 2.4). Similar accuracy have been previously reached

within a DMC approach[79], only by using a multi-reference CI like wave func-

tion, that was the usual way to improve the electronic nodal structure. As stressed

before, the JAGP wave function includes many resonating configurations through

the geminal expansion, beyond the 1s 2s HF ground state. The bond length has

been calculated at the variational level through the fully optimized JAGP wave

function: the resulting equilibrium geometry turns out to be highly accurate (Table

2.5), with a discrepancy of only 0.001a0 from the exact result. For this molecule

it is worth comparing our work with the one by Assaraf and Caffarel [88]. Their

zero-variance zero-bias principle has been proved to be effective in reducing the

fluctuations related to the inter-nuclear force; however they found that only the

inclusion of the space warp transformation drastically lowers the force statistical

error, which magnitude becomes equal or even lower than the energy statistical

error, thus allowing a feasible molecular geometry optimization. Actually, our

way of computing forces (see Eq. 1.43) provides slightly larger variances, without
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explicitly invoking the zero-variance zero-bias principle.

The very good bond length, we obtained, is probably due to two main in-

gredients of our calculations: we have carried out a stable energy optimization

that is often more effective than the variance one, as shown by different authors

[29, 89, 90], and we have used very accurate trial function as it is apparent from

the good variational energy.

Indeed within our scheme we obtain good results without exploiting the com-

putationally much more demanding DMC, thus highlighting the importance of the

SR minimization described in Subsection 1.4.1.

Let us now consider larger molecules. Both C2 and O2 are poorly described

by a single Slater determinant, since the presence of the nondynamic correlation

is strong. Instead with a single geminal JAGP wave function, including implicitly

many Slater-determinants, it is possible to obtain a quite good description of their

molecular properties. For C2, we used a 2s 1p STO −DZ basis in the geminal,

and a 2s 1p DZ Gaussian Slater mixed basis in the Jastrow, for O2 we employed a

3s 1p STO−DZ in the geminal and the same Jastrow basis as before. In both the

cases, the variational energies recover more than 80% of the correlation energy,

the DMC ones yield more than 90%, as shown in Tab. 2.3. These results are of the

same level of accuracy as those obtained by Filippi et al[79] with a multireference

wave function by using the same Slater basis for the antisymmetric part and a

different Jastrow factor. From the Table 2.4 of the atomization energies, it is

apparent that DMC considerably improves the binding energy with respect to the

VMC values, although for these two molecules it is quite far from the chemical

accuracy (' 0.1 eV): for C2 the error is 0.60(3) eV, for O2 it amounts to 0.67(5)

eV. Indeed, it is well known that the electronic structure of the atoms is described

better than the corresponding molecules if the basis set remains the same, and the

nodal error is not compensated by the energy difference between the separated

atoms and the molecule. In a benchmark DMC calculation with pseudopotentials

[91], Grossman found an error of 0.27 eV in the atomization energy for O2, by

using a single determinant wave function; probably, pseudopotentials allow the

error between the pseudoatoms and the pseudomolecule to compensate better, thus

yielding more accurate energy differences. As a final remark on the O2 and C2

molecules, our bond lengths are in between the LDA and GGA precision, and

still worse than the best CCSD calculations, but our results may be considerably
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improved by a larger atomic basis set, that we have not attempted so far.

Methane and water are very well described by the JAGP wave function. Also

for these molecules we recover more than 80% of correlation energy at the VMC

level, while DMC yields more than 90%, with the same level of accuracy reached

in previous Monte Carlo studies [92–95]. Here the binding energy is almost exact,

since in this case the nodal energy error arises essentially from only one atom

(carbon or oxygen) and therefore it is exactly compensated when the atomization

energy is calculated. Also the bond lengths are highly accurate, with an error

lower then 0.005 a0.

ForBe2 we applied a 3s 1p STO-DZ basis set for the AGP part and a 2s 2p DZ

Gaussian Slater mixed basis for the Jastrow factor. VMC calculations performed

with this trial function at the experimental equilibrium geometry yield 90% of the

total correlation energy, while DMC gives 97.5% of correlation, i.e. a total energy

of -29.33341(25) H. Although this value is better than that obtained by Filippi et

al [79] (-29.3301(2) H) with a smaller basis (3s atomic orbitals not included), it

is not enough to bind the molecule, because the binding energy remains still pos-

itive (0.0069(37) H). Instead, once the molecular geometry has been relaxed, the

SR optimization finds a bond distance of 13.5(5) a0 at the VMC level; therefore

the employed basis allows the molecule to have a Van der Waals like minimum,

quite far from the experimental value. In order to have a reasonable description

of the bond length and the atomization energy, one needs to include at least a

3s2p basis in the antisymmetric part, as pointed out in Ref. [96], and indeed an

atomization energy compatible with the experimental result (0.11(1) eV) has been

obtained within the extended geminal model [97] by using a much larger basis

set (9s,7p,4d,2f,1g) [98]. This suggests that a complete basis set calculation with

JAGP may describe also this molecule, but it is extremely difficult to cope with a

very large basis within a QMC framework. Therefore we believe that at present

the accuracy needed to describe correctly Be2 is out of the possibilities of the

approach.

2.4.2 Benzene and its radical cation

We studied the 1A1g ground state of the benzene molecule by using a very simple

one particle basis set: for the AGP, a 2s1p DZ set centered on the carbon atoms
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Table 2.3: Total energies in variational (EV MC) and diffusion (EDMC ) Monte Carlo cal-

culations; the percentages of correlation energy recovered in VMC (EV MC
c (%)) and DMC

(EDMC
c (%)) have been evaluated using the “exact” (E 0) and Hartree–Fock (EHF ) energies from

the references reported in the table. Here “exact” means the ground state energy of the non rela-

tivistic infinite nuclear mass hamiltonian. The energies are in Hartree.

E0 EHF EV MC EV MC
c (%) EDMC EDMC

c (%)

Li -7.47806 1 -7.432727 1 -7.47721(11) 98.12(24) -7.47791(12) 99.67(27)

Li2 -14.9954 3 -14.87152 3 -14.99002(12) 95.7(1) -14.99472(17) 99.45(14)

Be -14.66736 1 -14.573023 1 -14.66328(19) 95.67(20) -14.66705(12) 99.67(13)

Be2 -29.33854(5) 3 -29.13242 3 -29.3179(5) 89.99(24) -29.33341(25) 97.51(12)

O -75.0673 1 -74.809398 1 -75.0237(5) 83.09(19) -75.0522(3) 94.14(11)

H2O -76.438(3) 2 -76.068(1) 2 -76.3803(4) 84.40(10) -76.4175(4) 94.46(10)

O2 -150.3268 3 -149.6659 3 -150.1992(5) 80.69(7) -150.272(2) 91.7(3)

C -37.8450 1 -37.688619 1 -37.81303(17) 79.55(11) -37.8350(6) 93.6(4)

C2 -75.923(5) 3 -75.40620 3 -75.8293(5) 81.87(10) -75.8810(5) 91.87(10)

CH4 -40.515 4 -40.219 4 -40.4627(3) 82.33(10) -40.5041(8) 96.3(3)

C6H6 -232.247(4) 5 -230.82(2) 6 -231.8084(15) 69.25(10) -232.156(3) 93.60(21)

1 Exact and HF energies from Ref. [84].
2 Ref. [99].
3 Ref. [79].
4 Ref. [92].
5 Estimated “exact” energy from Ref. [100].
6 Ref. [101].

Table 2.4: Binding energies in eV obtained by variational (∆VMC ) and diffusion

(∆DMC ) Monte Carlo calculations; ∆0 is the “exact” result for the non-relativistic in-

finite nuclear mass hamiltonian. Also the percentages (∆VMC(%) and ∆DMC(%)) of

the total binding energies are reported.

∆0 ∆VMC ∆VMC(%) ∆DMC ∆DMC(%)

Li2 -1.069 -0.967(3) 90.4(3) -1.058(5) 99.0(5)

O2 -5.230 -4.13(4) 78.9(8) -4.56(5) 87.1(9)

H2O -10.087 -9.704(24) 96.2(1.0) -9.940(19) 98.5(9)

C2 -6.340 -5.530(13) 87.22(20) -5.74(3) 90.6(5)

CH4 -18.232 -17.678(9) 96.96(5) -18.21(4) 99.86(22)

C6H6 -59.25 -52.53(4) 88.67(7) -58.41(8) 98.60(13)
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and a 1s SZ on the hydrogen, instead for the 3-body Jastrow, a 1s1p DZ-GTO set

centered only on the carbon sites. C6H6 is a peculiar molecule, since its highly

symmetric ground state, which belongs to the D6h point group, is a resonance

among different many-body states, each of them characterized by three double

bonds between carbon atoms. This resonance is responsible for the stability of

the structure and therefore for its aromatic properties. We started from a non res-

onating 2-body Jastrow wave function, which dimerizes the ring and breaks the

full rotational symmetry, leading to the Kekulé configuration. As we expected,

the inclusion of the resonance between the two possible Kekulé states lowers the

VMC energy by more than 2 eV. The wave function is further improved by adding

another type of resonance, that includes also the Dewar contributions connecting

third nearest neighbor carbons. As reported in Tab. 2.6, the gain with respect to

the simplest Kekulé wave function amounts to 4.2 eV, but the main improvement

arises from the further inclusion of the three body Jastrow factor, which allows

to recover the 89% of the total atomization energy at the VMC level. The main

effect of the three body term is to keep the total charge around the carbon sites to

approximately six electrons, thus penalizing the double occupation of the pz or-

bitals. Within this scheme we have systematically included in the 3-body Jastrow

part the same type of terms present in the AGP one, namely both ga,b and λa,b

are non zero for the same pairs of atoms. As expected, the terms connecting next

Table 2.5: Bond lengths (R) in atomic units; the subscript 0 refers to the “exact” results.

For the water molecule R is the distance between O and H and θ is the angle HOH (in

deg), for CH4 R is the distance between C and H and θ is the HCH angle.

R0 R θ0 θ

Li2 5.051 5.0516(2)

O2 2.282 2.3425(18)

C2 2.348 2.366(2)

H2O 1.809 1.8071(23) 104.52 104.74(17)

CH4 2.041 2.049(1) 109.47 109.55(6)

RCC
0 RCC RCH

0 RCH

C6H6 2.640 2.662(4) 2.028 1.992(2)
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nearest neighbor carbon sites are much less important than the remaining ones

because the VMC energy does not significantly improve (see the full resonating

+ 3-body wave function in Tab. 2.6). A more clear behavior is found by carrying

out DMC simulations: the interplay between the resonance among different struc-

tures and the Gutzwiller-like correlation refines more and more the nodal surface

topology, thus lowering the DMC energy by significant amounts. Therefore it is

crucial to insert into the variational wave function all these ingredients in order to

have an adequate description of the molecule. For instance, in Fig. 2.3 we report

the density surface difference between the non-resonating 3-body Jastrow wave

function, which breaks the C6 rotational invariance, and the resonating Kekulé

structure, which preserves the correct A1g symmetry: the change in the electronic

structure is significant. The best result for the binding energy is obtained with the
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Figure 2.3: Surface plot of the charge density projected onto the molecular plane.

The difference between the non-resonating and resonating Kekulé 3-body Jastrow

wave function densities is shown. Notice the corresponding change from a dimer-

ized structure to a C6 rotational invariant density profile.

Kekulé Dewar resonating 3 body wave function, which recovers the 98, 6% of the
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total atomization energy with an absolute error of 0.84(8) eV. As Pauling [68] first

pointed out, benzene is a genuine RVB system, indeed it is well described by the

JAGP wave function. Moreover Pauling gave an estimate for the resonance energy

of 1.605 eV from thermochemical experiments in qualitative agreement with our

results. A final remark about the error in the total atomization energy: the latest

frozen core CCSD(T) calculations [100, 102] are able to reach a precision of 0.1

eV, but only after the complete basis set extrapolation and the inclusion of the

core valence effects to go beyond the psudopotential approximation. Without the

latter corrections, the error is quite large even in the CCSD approach, amounting

to 0.65 eV [102]. In our case, such an error arises from the fixed node approxima-

tion, whose nodal error is not compensated by the difference between the atomic

and the molecular energies, as already noticed in the previous subsection.

Table 2.6: Binding energies in eV obtained by variational (∆VMC ) and diffusion

(∆DMC ) Monte Carlo calculations with different trial wave functions for benzene. In

order to calculate the binding energies yielded by the 2-body Jastrow we used the atomic

energies reported in Tab. 2.1. The percentages (∆VMC(%) and ∆DMC(%)) of the total

binding energies are also reported.

∆VMC ∆VMC(%) ∆DMC ∆DMC(%)

Kekulé + 2body -30.57(5) 51.60(8) - -

resonating Kekulé + 2body -32.78(5) 55.33(8) - -

resonating Dewar Kekulé + 2body -34.75(5) 58.66(8) -56.84(11) 95.95(18)

Kekulé + 3body -49.20(4) 83.05(7) -55.54(10) 93.75(17)

resonating Kekulé + 3body -51.33(4) 86.65(7) -57.25(9) 96.64(15)

resonating Dewar Kekulé + 3body -52.53(4) 88.67(7) -58.41(8) 98.60(13)

full resonating + 3body -52.65(4) 88.869(7) -58.30(8) 98.40(13)

The benzene molecule can be idealized by a six site ring Heisenberg model

with one electron per site, in order to mimic the out of plane bonds of the real

molecule, coming from the pz electrons and leading to an antiferromagnetic su-

perexchange interaction between nearest neighbor carbon sites. We have studied

in this case the spin–spin correlations

C(i) = 〈Sz0Szi 〉, (2.27)
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where the index i labels consecutively the carbon sites starting from the reference

0, and the dimer–dimer correlations

D(i) = D0(i)/C(1)2 − 1,

D0(i) = 〈(Sz0Sz1)(Szi Szi+1)〉. (2.28)

Both correlation functions have to decay in an infinite ring, when there is neither

magnetic ( C(i) → 0 ), nor dimer (D(i) → 0) long range order as in the true spin

liquid ground state of the 1D Heisenberg infinite ring. Indeed, as shown in the

inset of Fig.(2.4), the dimer–dimer correlations of benzene are remarkably well

reproduced by the ones of the six site Heisenberg ring, whereas the spin–spin cor-

relation of the molecule appears to decay faster than the corresponding one of the

model. Though it is not possible to make conclusions on long range properties

of a finite molecular system, our results suggest that the benzene molecule can

be considered closer to a spin liquid, rather than to a dimerized state, because, as

well known, the Heisenberg model ground state is a spin liquid and displays spon-

taneous dimerization only when a sizable next-nearest frustrating superexchange

interaction is turned on.[103]

The radical cation C6H
+
6 of the benzene molecule has been the subject of in-

tense theoretical studies[104, 105], aimed to focus on the Jahn-Teller distorted

ground state structure. Indeed the ionized 2E1g state, which is degenerate, breaks

the symmetry and experiences a relaxation from theD6h point group to two differ-

ent states, 2B2g and 2B3g, that belong to the lowerD2h point group. In practice, the

former is the elongated acute deformation of the benzene hexagon, the latter is its

compressed obtuse distortion. We applied the SR structural optimization, starting

from the 2E1g state, and the minimization correctly yielded a deformation toward

the acute structure for the 2B2g state and the obtuse for the 2B3g one; the first part

of the evolution of the distances and the angles during those simulations is shown

in Fig.2.5. After this equilibration, average over 200 further iterations yields bond

distances and angles with the same accuracy as the all-electron BLYP/6-31G* cal-

culations reported in Ref. [104] (see Tab. 2.7). As it appears from Tab. 2.8 not

only the structure but also the DMC total energy is in perfect agreement with the

BLYP/6-31G*, and much better than SVWN/6-31G* that does not contain semi

empirical functionals, for which the comparison with our calculation is more ap-

propriate, being fully ab-initio.
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Table 2.7: Bond lengths (r) for the two lowest 2B2g and 2B3g states of the benzene

radical cation. The angles α are expressed in degrees, the lengths in a0. The carbon sites

are numerated from 1 to 6.

2B2g
2B3g Computational method

acute obtuse

r(C1 − C2) 2.616 2.694 B3LYP/cc-pVTZ 1

2.649 2.725 BLYP/6-31G* 2

2.659(1) 2.733(4) SR-VMC 3

r(C2 − C3) 2.735 2.579 B3LYP/cc-pVTZ 1

2.766 2.615 BLYP/6-31G* 2

2.764(2) 2.628(4) SR-VMC 3

α(C6C1C2) 118.4 121.6 B3LYP/cc-pVTZ 1

118.5 121.5 BLYP/6-31G* 2

118.95(6) 121.29(17) SR-VMC 3

1 Ref. [105]
2 Ref. [104]
3 This work

Table 2.8: Total energies for the 2B2g and 2B3g states of the benzene radical cation

after the geometry relaxation. A comparison with a BLYP/6-31G* and SVWN/6-31G*

all-electron calculation (Ref. [104]) is reported.

VMC DMC BLYP/6-31G* SVWN/6-31G*

2B2g -231.4834(15) -231.816(3) -231.815495 -230.547931
2B3g -231.4826(14) -231.812(3) -231.815538 -230.547751
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Figure 2.4: Spin–spin correlation function for benzene (full squares) and for the

Heisenberg model (empty circles). In the inset, also the dimer–dimer correlation

function is reported with the same notation. For the benzene molecule, these

correlation are obtained by a coarse grain analysis in which the “site” is defined

to be a cylinder of radius 1.3 a0 centered on the carbon nuclei, with a cut off core

(i.e. we considered only the points with |z| > 0.8 a0). All the results are pure

expectation values obtained from forward walking calculations.

The difference of the VMC and DMC energies between the two distorted

cations are the same within the error bars; indeed, the determination of which

structure is the real cation ground state is a challenging problem, since the ex-

perimental results give a difference of only few meV in favor of the obtuse state

and also the most refined quantum chemistry methods are not in agreement among

themselves [104]. A more affordable problem is the determination of the adiabatic

ionization potential (AIP), calculated for the 2B3g state, following the experimen-

tal hint. Recently, very precise CCSD(T) calculations have been performed in

order to establish a benchmark theoretical study for the ionization threshold of

benzene [105]; the results are reported in Tab. 2.9. After the correction of the zero

point energy due to the different structure of the cation with respect to the neutral
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Figure 2.5: Plot of the convergence toward the equilibrium geometry for the 2B2g

acute and the 2B3g obtuse benzene cation. Notice that both the simulations start

form the ground state neutral benzene geometry and relax with a change both in

the C − C bond lengths and in the angles. The symbols are the same of Tab. 2.7.

molecule and taken from a B3LYP/cc-pVTZ calculation reported in Ref. [105],

the agreement among our DMC result, the benchmark calculation and the ex-

perimental value is impressive. Notice that in this case there should be a perfect

cancellation of nodal errors in order to obtain such an accurate value; however, we

believe that it is not a fortuitous result, because in this case the underlying nodal

structure does not change much by adding or removing a single electron. There-

fore we expect that this property holds for all the affinity and ionization energy

calculations with a particularly accurate variational wave function as the one we

have proposed here. Nevertheless DMC is needed to reach the chemical accuracy,

since the VMC result is slightly off from the experimental one just by few tenths

of eV. The AIP and the geometry determination for the C6H
+
6 are encouraging to
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pursue this approach, with the aim to describe even much more interesting and

challenging chemical systems.

Table 2.9: Adiabatic ionization potential of the benzene molecule; our estimate is

done for the 2B3g relaxed geometries of the benzene radical cation, with an inclusion of

the zero point motion correction between the 2B3g state and the 1A1g neutral molecule

ground state, calculated in Ref. [105] at the B3LYP/6-31G* level.

VMC 1 DMC 1 CCSD(T)/cc-pV∞Z 2 experiment 3

AIP 8.86(6) 9.36(8) 9.29(4)

∆ZPEad -0.074 -0.074 -0.074

best estimate 8.79(6) 9.29(8) 9.22(4) 9.2437(8)

1 This work
2 Ref. [105]
3 Ref. [106]

2.5 Conclusions

In this chapter we have introduced the JAGP variational wavefunction. Both the

AGP and the Jastrow play a crucial role in determining the remarkable accuracy of

the many-body state: the former permits the correct treatment of the nondynamic

correlation effects, the latter allows the wavefunction to fulfill the cusp conditions

and makes the convergence of geminal expansion very rapid. Moreover the AGP

part is able to include a correlated multiconfiguration state within a numerically

feasible scheme, namely by evaluating only a single but appropriately defined

determinant, even in the polarized case. In general, therefore, the dependence of

the computational time on the number of atoms is comparable with the scaling of

the simplest Hartree-Fock calculation.

As is well known the variational energy of the Hartree-Fock wavefunction can-

not be improved by extending the variational calculation to a larger basis includ-

ing all particle-hole excitations applied to the Hartree-Fock state. Analogously,

the geminal wavefunction is not only stable with respect to these particle-hole

configurations, but also to all possible states obtained by destroying a singlet pair
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on some orbital and creating another one on another orbital. Therefore for a two-

electrons closed-shell system, like Helium atom, or an ensemble of such non-

interacting systems, the AGP wavefunction is formally exact in the asymptotic

limit of the geminal expansion. For the other systems, though this wavefunc-

tion can take into account a big number of configurations which may allow an

energy improvement, obviously it cannot include everything within a single gem-

inal. Indeed there exist multiconfiguration states that are known to be important

for atoms like N [107] or for molecules like Be2, and that involve complicated

multi-particle excitations to the Hartree-Fock state. These ones cannot be reduced

to creation/destruction of singlet pairs and therefore cannot be handled with a sin-

gle geminal function. However in our study we have found that the single geminal

function with the proper Jastrow factor already provides satisfactory results for all

compounds taken into account, yielding more than 91% of the correlation energy

in all cases studied by carrying out VMC and DMC simulations. An interesting

development of the AGP ansatz has been done by Mitas and coworkers, that used

a Jastrow correlated pfaffian wave function, which is able to include not only sin-

glet, but also triplet correlations. It is therefore an extension of the JAGP ansatz,

which so far has led to a slight but systematic improvement of the binding en-

ergy for some diatomic molecules, whereas in some other cases the energy gain is

almost negligible.

The application of the JAGP wave function to atoms is particularly successful

for low atomic number, where Hartree-Fock is particularly poor, due to the almost

degenerate 2s − 2p shells. The case of Beryllium is an interesting benchmark.

Indeed, by considering the change of the geminal part altogether with the Jastrow

term, we obtained an excellent representation of this correlated atom. Our results

are not only comparable but appear even better than the best multideterminantal

schemes (using e.g. four Slater determinants), showing that it is possible to rep-

resent non trivial correlated states by properly taking into account the interplay of

the Jastrow term and the determinantal part of the wavefunction.

The same interplay has proven to be very effective in all molecules studied and

particularly in the non trivial case of benzene, where we have shown systemati-

cally the various approximations. Only when both the Jastrow and the AGP terms

are accurately optimized together, the AGP nodal structure of the wave function

is considerably improved. In this way the DMC results can reach the chemical
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accuracy and the experimental data for ionization and energy atomization are cor-

rectly reproduced. For the above reasons we expect that this wave function should

be generally accurate also in complex systems made by many molecules. The lo-

cal conservation of the charge around each molecule is taken into account by the

Jastrow factor, whereas the quality of each molecule is described also by the AGP

geminal part.

For an electronic system with many atoms or with an involved molecular struc-

ture, the geminal part, when expanded in terms of Slater determinants, yields a

very large and non trivial number of configurations, which increases exponen-

tially with the number of atoms considered. The Jastrow factor in this case sup-

presses the weight of those configurations with two electrons close to the same

atomic orbital, correctly describing the effect of the strong Coulomb repulsion.

The remarkable advantage of this approach is therefore apparent just for a sys-

tems with many atoms, where the JAGP (RVB-like) wavefunction corresponding

to an exponentially large number of configurations can be efficiently used for a

more accurate description of electron correlation. It is appealing, not only from

the computational point of view, that these properties can be obtained by sampling

a single determinant wavefunction within the Quantum Monte Carlo techniques.



Chapter 3

Lattice regularized

diffusion Monte Carlo

3.1 Introduction

One of the major drawback of the application of QMC techniques to solids and to

compounds containing heavy atoms (where for “heavy” we mean an element with

atomic number Z > 10) is its bad scaling with Z. Ceperley [16] estimated the

computational cost for a DMC simulation to grow as Z5.5, while Hammond [108]

supposed the scaling to be Z6.5; very recently, with the increased power of the

computational resources, Ma et al. [17] verified that the right behaviour is indeed

well approximated by Z5.5, after performing all electron DMC simulations for no-

ble atoms tillXe. There are two reasons that explain this behaviour. First, close to

a nucleus the all electron wave function widely fluctuates, as a consequence of the

orthogonality constraint among the core orbitals. Therefore, to sample correctly

the core region during a DMC calculation the time step τ must be of the order

of Z−2, since the amplitude of the DMC move, proportional to
√
τ , must have

the same magnitude of the characteristic length scale ξ = 1/Z of the core. The

smaller is the time step, the greater is the autocorrelation time, and the worse is the

efficiency. Second, in the core not only the wave function but also the local energy

fluctuates, since the Coulomb attraction between the nucleus and the electrons is

strongly divergent and has to be compensated by the kinetic part. Therefore, the

variance of the energy increases with the atomic number. The Z5.5 behaviour is
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obtained by further adding to the correlation-fluctuation contribution also the cu-

bic scaling of the computational cost with the number of electrons (which is taken

equal to Z). A way to overcome this drawback is to replace the core electrons

by a pseudopotential, also called “effective core potential” (ECP), which has the

double effect of reducing the magnitude of the nuclear attraction with a smaller ef-

fective charge Zeff and smoothing the single particle orbitals around the nucleus,

which now describe only the valence electrons. In this way the scaling of the

computational time with the effective charge is much more favorable, being pro-

portional to Z3.4
eff [108], and moreover, unlike Z, Zeff remains a small number for

all atoms. For example, moving down a column of the Periodic Table, Zeff may

generally be held constant. The ECP approximation is usually rather good, since

the core electrons are chemically inert and do not significantly contribute to the

energetics and the structural properties of a compound. The only role they play is

to screen the nuclear charge and to keep the valence electrons in the outer atomic

shells. A good pseudopotential has to do exactly the same, and it generally reads:

vP (r) = UL(r) +

L−1
∑

l=0

[Ul(r) − UL(r)]Pl, (3.1)

where r is the distance between an electron and the nucleus, L−1 is the maximum

angular momentum of the core, and Pl is the projection on the momentum l. The

ECP usually contains a long range local part (UL) which screens the nucleus, and

a short range non local terms (Ul − UL) which are repulsive and discriminate

the electrons on the basis of their angular momentum. The latter sum of Eq. 3.1

takes into account the difference among the angular components of the remaining

electrons and is responsible for the non locality of the pseudopotential, since it

includes a projection onto the angular momenta.

Also the scalar relativistic effects can be inserted in the ECP form of Eq. 3.1,

which instead is too simple to include spin-orbit coupling terms. However spin-

orbit effects become apparent on an energy scale usually too small to be seen in a

QMC simulation. Another limit of the ECP approximation is the lack of the core-

valence correlation. For instance, polarization effects that the core can induce on

the valence electrons, are disregarded. Sometimes they are very important, and

they can be dealt either by using the core polarization potentials (CPP) beside the

ECP, or by reducing the dimension of the core, i.e. by replacing a smaller number
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of core electrons.

The ECP of Eq. 3.1 can be easily included in a VMC framework, although the

first pseudopotential calculation with the VMC method has been published only

in 1990 by Fahy and coworkers [80]. Instead, it is much more difficult to deal with

non-local ECP in the standard DMC scheme. The problem comes from the sign of

the matrix element 〈x| exp(−τvP )|x′〉, where here and in all this chapter x denotes

a spatial-spin many-body configuration. Indeed this term is not always positive,

and thus it introduces a new kind of “sign problem” in the Green function, which

is not related to the antisymmetry of the wave function but to the non-locality char-

acter of the potential vP . In order to overcome this hurdle, the so-called locality

approximation (LA) is usually introduced [18, 108–110], which approximates the

non-local potential vP with the local vLA(x) = 〈x|vP |ΨT 〉/〈x|ΨT 〉. In this way,

the off diagonal matrix elements involving vP are traced in a local potential term,

and the sign-flip contributions are now harmless. Therefore, in the case of non-

locality the standard DMC approach can be applied only with the LA and the

fixed node approximation (FNA) (see Subsection 1.5.2). The price one has to pay

is that the mixed-average estimate ELA
MA of the total energy, computed during the

DMC calculation, is not variational. The LA, contrary to the FNA with local po-

tentials, does not provide variational DMC estimates of the true ground state (GS)

energy EGS of the Hamiltonian. The only known property ofELA
MA is that it equals

the exact energy EGS if ΨT is exact. Otherwise, it gives no rigorous information

about the quality of the approximation. In particular, the ground state ΨLA
FN of the

Hamiltonian with the LA can be a worse variational wave function for the true

Hamiltonian H , even if it corresponds to a lower ELA
MA.

Hence, the use of nonlocal pseudopotentials in DMC is problematic; this has

motivated the development of alternative approaches, like the pseudo-Hamiltonian

method of Bachelet et al. [111], where the non locality is converted in a spatial

dependent mass tensor for electrons, and the damped-core method of Hammond

[112], in which the core electrons are frozen and treated at the VMC level, while

the valence electrons are driven by the DMC process. The former method is not

general, since for the most interesting cases, like the transition metals, it is not

possible to write a pseudo-Hamiltonian with a positive definite mass tensor, the

latter is more computationally demanding than the standard treatment with non

local potentials, since the core degrees of freedom are not completely eliminated.
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In this Chapter, we present a lattice regularization of the many-electron Hamil-

tonian which is able to take properly into account the different length scales of the

shell atomic structure and removes the above difficulties when using non-local po-

tentials within the FNA. We demonstrate the efficiency of our lattice regularized

DMC approach as well as its usefulness in cases where the locality approximation

yields inaccurate results.

3.2 Non-local pseudopotentials

ECP are generated within mean field particle theories, such as HF or DFT. Once

the all electron orbitals are obtained, the core orbitals are removed and the valence

ones are smoothed in the core region, with the norm conserving and continuity

constraints [113, 114]. Starting from the new orbitals, the pseudopotentials are

generated by requiring that the spectrum of the pseudo hamiltonian matches the

single particle energy levels of the all electron problem.

In this thesis only HF pseudopotentials are used since there is a quite general

consensus [115] that within a QMC framework they perform better than those

generated from DFT atomic calculations. However it is not trivial that effective

potentials coming from independent electron theories are well suited for corre-

lated QMC calculations. Alcioli and Ceperley [116] tried to address the problem

of generating pseudopotentials within a QMC framework, by taking into account

a recipe based on the equivalence of the one body density matrix outside the core

region, which is a more general constraint than the usual norm conserving require-

ment. This scheme turned out to be unfeasible and the problem of the ECP quality

for QMC simulations is still an open issue, to be verified a posteriori.

The functions Ul(r) in Eq. 3.1 are generally obtained on a numerical grid, and

then fitted to the functional form:

vl(r) = Ul(r) − UL(r) =
1

r2

∑

k

dk,lr
nk,le−bk,lr

2

, (3.2)

where vl are the subtracted potentials and dk,l, nk,l and bk,l are tabulated parame-

ters. The main difference among the HF pseudopotentials used in this thesis arises

from the nk,l and bk,l parameters. The former determine the asymptotic behaviour

of the functions vl at the nucleus, the latter set the core radius rc, beyond which
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the magnitude of the ECP is exponentially negligible. The smaller is rc, the bigger

is the localization of the pseudopotential.

The Stevens, Basch, and Krauss (SBK) [117] pseudopotentials are constructed

starting from a single particle radial orbital smoothed in such a away that χl(r) ∝
r3 for r → 0. Consequently, the SBK pseudopotentials are “hard”; they diverge as

1/r2, i.e. some terms in the non local components have nk,l = 0. This behaviour

turns out to be cumbersome in a DMC simulation, because the fluctuations of the

local energy in the core region are enhanced by the strong divergence of the ECP

angular channels, only alleviated by the cusp conditions one has to enforce with a

proper selection of the single particle orbital basis, or with a proper choice of the

Jastrow factor (see Chap. 4).

The pseudopotentials developed by the Dolg’s group are more suited for QMC

calculations. The non local components are all finite (nk,l = 2 ∀k ∀l), and only

the local part diverges as −Zeff/r (see Fig. 3.1). The Dolg’s ECP have proven to

be reliable and accurate enough to describe transition metal atoms [118] and com-

pounds [119], also within a QMC framework. Moreover their overall divergence

is milder than SBK’s, and the nuclear cusp conditions can be implemented easier

into the wave function. In the presence of Dolg’s ECP, we chose to work with

a Gaussian basis both in the AGP and in the three-body Jastrow geminal expan-

sion (see Section 2.2), and fulfill the nuclear cusp conditions through a proper one

body electron-nuclear Jastrow factor (see Subsection 4.2.1).

The Lester’s group [115, 120] proposed another kind of pseudopotentials, ex-

pressly conceived to fit the QMC necessities. Lester used a functional form for

the radial pseudo orbitals χl at short range such that χl(r) ∝ rl, as r → 0. In

this way, he ended up with a “soft” ECP, i.e. not only the non local channels are

not singular, but also the local term UL exactly cancels the Coulomb attractive

divergence of the effective nuclear charge (see Fig. 3.1). Thus, the local energy

around the nuclear positions will be less fluctuating and a larger time step can be

used in DMC simulations. Moreover the nuclear cusp conditions do not need to

be applied.

Sometimes we employed also pseudopotentials generated by using the E. Shirley’s

code, based on the the construction of D. Vanderbilt [121] to build norm-conserving

HF ECP.

The general expression of an Hamiltonian containing pseudopotentials reads
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Figure 3.1: Local component (lower panel) and first non local component for the

Shirley’s (labeled in the figure as “Soft”), Lester’s, and Dolg’s pseudopotentials

for silicon (with a neon core). Since the Shirley’s non local components are s and

p like, the first non local function is s − d (see Eq. 3.1 and Eq. 3.2), while for

Lester’s ECP is s − p (only an s like non local component), and for Dolg’s ECP

is s − f (s, p and d like non local components). Notice that the latter diverges at

the origin in the local part. The core radius rc is 3 a.u. for Shirley’s, 2.5 a.u for

Dolg’s, and 1.8 a.u. for Lester’s ECP. The most repulsive is the Dolg’s one.

in atomic unit:

H = −1

2

∑

i

∇2
i +

∑

i6=j

1

|xi − xj|
+
∑

n6=m

Zn
effZ

m
eff

|Rn − Rm|
−
∑

n

∑

i

Zn
eff

|xi −Rn|
+ V P ,

V P =
∑

n

∑

i

vPn (|xi − Rn|), (3.3)

where xi is the position of the i-th electron, Rn is the position of the n-th ion, Zn
eff

is its nuclear charge and vPn is the pseudopotential centered on Rn, which has the

form reported in Eq. 3.1. The projection onto the l-th angular momentum acting
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on the i-th coordinate of a many-body state Ψ can be rewritten as:

Pl|Ψ〉 =
l
∑

m=−l

|lm〉〈lm|Ψ〉

=

l
∑

m=−l

Ylm(Ωxi
)

∫

dΩx′i
Y ∗
lm(Ωx′i

)Ψ(x1, . . . , x
′
i, . . . , xN)

=
2l + 1

4π

∫

dΩx′i
Pl(xi · x′i)Ψ(x1, . . . , x

′
i, . . . , xN), (3.4)

where for the sake of simplicity the projector is centered on the origin of the

reference frame,
∫

dΩx′i
indicates the spherical integration around the origin with

radius |x′i| = |xi|, Ylm and Pl(xi · x′i) are the spherical harmonics and Legendre

polynomials respectively. The last identity of Eq. 3.4 follows from a well known

property of the spherical harmonics [122]:
∑l

m=−l Y
∗
l,m(ri) · Yl,m(r′i) = Pl(ri · r′i).

The general expression for the pseudopotential vPn (|xi − Rn|) in Eq. 3.3 contains

both a local and a non-local part, where the angular momentum projectors act on

the electron coordinate xi by means of spherical integrations around the nuclear

position Rn.

In the first applications of ECP-QMC calculations [108, 109], the spherical

integral in Eq. 3.4 was performed analytically but the formula used was valid only

for a pure determinantal trial function. Indeed, both Hurley [109] and Hammond

[108] neglected the effect of the Jastrow factor in the pseudopotentials, in order to

find a way to integrate out the angular momenta. This further approximation was

overcome few years later, in 1990, when Fahy et al. [80] proposed to integrate

numerically the whole many-body wave function, without discarding the Jastrow

factor and with the possibility to include in the spherical integral the most general

trial function. They applied a Gaussian quadrature rule [123] suited for integration

on a spherical surface, and they proved that an unbiased result can be obtained by

randomly selecting the spherical grid each time the integral is performed. More-

over they suggested to compute the same integral more than once at each Monte

Carlo step with different random meshes and to take the averaged result, in order

to further increase the accuracy of the integration. However the work by Mitas and

Ceperley [18] clarified that a larger number of mesh points is more efficient than

computing many times the spherical integral with different but smaller meshes,

since the accuracy of the numerical integration scales faster with the number of
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mesh points than it does with the number of angular samples.

In our thesis, we followed the integration scheme proposed by Mitas and

Ceperley [18]. The angular integration to evaluate the projection Pl is performed

by a single numerical quadrature on a regular polyhedron defined by NV vertices,

with tetrahedrical (NV = 4), octahedrical (NV = 6, NV = 18), or icosahedrical

(NV = 12) symmetry, depending on the required accuracy and on the maximum

angular momentum of the core electrons. Meshes with NV = 4, NV = 6, and

NV = 12 give exact integration of all functions with angular momentum l ≤ 2, 3,

and 5, respectively [123]. Notice however that a Jastrow correlated wave function

contains angular momenta bigger than the maximum angular momentum in the

single particle basis, since the exponent in the Jastrow factor yields a much more

complex angular dependence. Therefore, for a general wave function the numer-

ical quadrature is not exact and in order to reduce the bias the mesh is selected

randomly, with a uniform deviate for θ (∈ [0, π[) and φ (∈ [0, 2π[) angles, where,

as usual, rz = r cos θ, rx = r sin θ cos φ and rx = r sin θ sinφ. Once the symme-

try of the quadrature is chosen according to the desired numerical precision and to

the angular symmetry of the core, the projection in Eq. 3.4 is rewritten as a sum

of NV terms:

Pl|Ψ〉 = (2l + 1)

NV
∑

m=1

amPl(xi · xmi )Ψ(x1, . . . , x
m
i , . . . , xN), (3.5)

where am are the weights of the quadrature, and xmi = xi+δ
m are the points of the

mesh. The Eq. 3.5 is taken as the definition of the angular momentum projection.

3.3 Locality approximation

As we have mentioned in the Introduction, if the non local pseudopotentials are

included in the Hamiltonian, the standard DMC method cannot be used, since it is

not able to deal with non locality. Indeed one can show that the matrix elements

〈x| exp(−τV P )|x′〉 of the Green function are not positive definite, even in the

simple case of one electron with a non local pseudopotential V P . In such a case,

it is quite easy to prove[124] that:

〈x| exp(−τV P )|x′〉 =
∑

l

2l + 1

4π
exp [−τUl(x)]Pl(x · x′), (3.6)
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where |x| = |x′|, which is clearly non positive since the Legendre polynomial can

take both positive and negative values. Therefore, the Green function cannot be

interpreted as a transition probability, and a difficulty similar to the “fermionic

sign problem” arises.

In order to overcome the problem, the locality approximation (LA) has been

introduced [18, 108, 109], which consists to replace the non local potential V P in

the Hamiltonian 3.3 with a local one, obtained by projecting V P onto the guidance

wave function ΨT :

V P
LA(x) =

〈x|V P |ΨT 〉
〈x|ΨT 〉

. (3.7)

In Eq. 3.7 the non local operators act on the trial wave function, which is used to

integrate out the non diagonal matrix elements 〈x|V P |x′〉. The resulting poten-

tial is local, since it depends only on the position x, where the wave function is

evaluated. Moreover, the Hamiltonian HLA including V P
LA is a local model which

approximates the true non local Hamiltonian H . Already the earliest ECP-DMC

calculations [108, 109] exploited the LA to include non local potentials into the

DMC framework, although Mitas and Ceperley[18] were the first to clearly state

the nature of the approximation. If we rewrite Eq.1.67 in Subsec. 1.5.1 by taking

into account the difference between the local and non local part and inserting the

local potential V P
LA, we obtain:

−∂tf(R, t) = −1

2
∇2f(R, t) + ∇ · [vdifff(R, t)] +

[

HLAΨT (R)

ΨT (R)
− ET

]

f(R, t)

+

(

V PΦ(R, t)

Φ(R, t)
− V PΨT (R)

ΨT (R)

)

f(R, t), (3.8)

where f(R, t) = ΨT (R)Φ(R, t) is the steady distribution sampled in principle

by the DMC process. The Eq. 3.8 describes the exact evolution, which includes

a non local branching term given by V P Φ(R,t)
Φ(R,t)

, where the non local potential V P

is applied to the unknown wave function Φ. The LA consists of neglecting the

last line of Eq. 3.8:
(

V P Φ(R,t)
Φ(R,t)

− V P ΨT (R)
ΨT (R)

)

f(R, t). Notice that after disregarding

this term, the time evolution for f(R, t) becomes identical to the usual DMC

evolution, but with HLA in the place of H . It has proven[18] that if the trial

wave function is accurate, the convergence of the approximated energy ELA =

〈ΨT |HLA|ΦLA〉/〈ΨT |ΦLA〉 to the true GS energy E0 is quadratic in the difference

between the trial and the exact wave function.
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An important drawback of the LA is that ELA is not variational, i.e. it can

be lower than the GS energy E0 of H . This is a consequence of the fact that a

DMC simulation is able to access only the mixed averages and not the pure ones

(see Subsection 1.5.3). However, in the case of local potentials, if Φ is the GS

of the fixed node Hamiltonian HFN , i.e. the Hamiltonian with the FN boundary

conditions, the mixed average EMA will coincide with the pure expectation value

EFN :

EMA =
〈ΨT |HFN |Φ〉

〈ΨT |Φ〉
=

〈Φ|HFN |Φ〉
〈Φ|Φ〉 = EFN ≥ E0, (3.9)

and the variational property of EMA is verified. On the other hand, if the LA is

introduced in a FN DMC calculation, the resulting state ΦLA will be the GS of the

LA FN Hamiltonian HLA
FN which differs from HFN . Now, the following identity

holds:

ELA =
〈ΨT |HLA

FN |ΦLA〉
〈ΨT |ΦLA〉

=
〈ΨT |HFN |ΦLA〉

〈ΨT |ΦLA〉
= EMA, (3.10)

as the local energy HLAΨT/ΨT of the effective LA Hamiltonian is equal to the lo-

cal energy HΨT/ΨT of the true Hamiltonian, but in this case EMA is not equal to

the variational EFN since ΦLA is not the GS of the FN Hamiltonian HFN . Hence

the variational property for EMA in the presence of the LA cannot be proven.

From Eq. 3.7 it is apparent that the local potential diverges on the nodes of

the trial wave function ΨT . Near a point on the nodal surface one can separate

the coordinates into the normal direction (denoted by rn) and all the other 3N − 1

parallel directions. The local potential close to the node, written in terms of these

new coordinates, reads:

V P
LA = c0/rn + c1, (3.11)

where c0 and c1 are constants. Since c0 can be both positive and negative, depend-

ing on the position on the nodal surface, V P
LA includes both attractive and repulsive

singularities. Of course, this fictitious behaviour is a consequence of the LA, and

will lead to an unstable DMC simulation, if the trial wave function is not van-

ishing linearly on the same nodal points and the FN approximation is not applied.

Indeed, by applying the fixed node boundary conditions, the FN GS wave function

Φ vanishes linearly near the nodal surface, i.e. the walkers never reach the node

and the simulation turns out to be feasible. However, around the nodal region V P
LA

widely fluctuates, and the efficiency and stability of the standard DMC algorithm
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can be spoiled, for not so small time steps τ and for poor trial wave functions.

This effect is particularly enhanced close to the nucleus of a pseudo atom, where

the pseudopotentials are repulsive if not divergent (like for instance the SBK pseu-

dopotentials, see Section 3.2) and the coefficient c0 can be very large. Therefore

an accurate ΨT is required, in particular in the core region, in order to avoid large

fluctuations of the local energy. In the case of HF pseudopotentials we have found

that the HF wave function is a good starting point for the construction and op-

timization of ΨT , since it avoids strong fluctuations in the core. In Fig. 3.2, we

plot the local energy during a DMC simulation carried out for the SBK pseudo

carbon, using a poor trial wave function, and we compare it with a LRDMC sim-

ulation for the same atom. As we will see later, the LRDMC scheme gives always

stable simulation, as a consequence of the variational treatment of the non local

pseudopotentials.

Not only the stability of the simulation but also the time step error is signifi-

cantly affected by the LA. Indeed, the DMC energy dependence on the time step,

being usually quadratic for a trial wave function which fulfills the cusp condi-

tions, becomes linear in the presence of non local pseudopotentials. Moreover,

for large time step the exact Green function is poorly sampled, due to the Trot-

ter approximation, and it can happen that near the nodal surface a walker jumps

too close to the node, thus causing a spike in the local energy and the instability

of the simulation if the local energy is not properly cut off. From this point of

view, the FN approximation, which prevents the walker from crossing the node, is

crucial to let the LA works in practice. Moreover the LA is more strong than the

FN approximation, since the latter depends only on the nodal structure of ΨT , the

former depends on the topology of the whole trial wave function, which is exact

if the last line of Eq. 3.8 vanishes for each R.

With the aim to solve some of the problems related to the LA, Ceperley and

Mitas in 1996 [125] suggested to use also on the continuum the same effective

Hamiltonian approach used on a lattice to obtain the upper bound property even in

the presence of non local operators (see Subsection 1.6.2). They proposed to apply

the LA only to those terms which are positive in the Hamiltonian and to sample

the hopping terms coming from negative non local elements in the Hamiltonian,

i.e. positive non local elements in the Green function. In practice, they defined

an effective continuous Hamiltonian with a sign flip term (see Section 1.6.2) to
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be treated in a DMC framework with non local operator sampling. They stated

that the sign flip term will allow to preserve the upper bound property as in lattice

Hamiltonians, but the exact sampling of non local will produce an estimator of the

energy with non zero variance, even in the limit of the exact trial wave function.

In the next section we want to show that it is possible to conceive a Monte

Carlo projection algorithm, which is able to deal with non local potentials without

compromising the validity of both the upper bound and zero variance properties.

Moreover, this novel scheme turns out to be efficient and much more stable, if

compared to the standard DMC algorithm with the locality approximation.
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Figure 3.2: Evolution of the local energy during LRDMC (upper panel) and DMC

(lower panel) simulations for carbon atom with SBK pseudopotentials (see Sec-

tion 3.2). Locality approximation is used in the DMC framework, leading to large

fluctuations in the local energy. Instead, the LRDMC yields a steady evaluation

of the energy.
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3.4 Lattice regularized diffusion Monte Carlo

This section is divided into three parts. The first one is devoted to the mapping of

a continuous system into a lattice regularized Hamiltonian Ha, which equals the

continuous Hamiltonian H as the lattice space a goes to zero. The second part is

the description of the lattice regularized diffusion Monte Carlo method, based on

the machinery of the GFMC algorithm applied toHa in order to find out its GS. In

the third part we explain how to compute the pure expectation value of Ha (which

cannot be evaluated forH using the standard DMC), by exploiting the well known

properties of the effective lattice Hamiltonian already described in Sec. 1.6.3.

3.4.1 Regularization of the Hamiltonian

We consider the continuous Hamiltonian in atomic units:

H = −1

2

∑

i

∆i + V (x) , (3.12)

where as usual − 1
2

∑

i ∆i is the kinetic part and V (x) represents the many body

potential. We neglect the presence of an external magnetic field, and the wave

function and all the terms of the Hamiltonian can be taken real. In the following,

first we discretize the kinetic term, and then we regularize the potential part.

Discretization of the Laplacian

We approximate the Laplacian by a finite difference form with two mesh sizes a

and a′(> a), where a/a′ is a constant:

∆i ≈ ∆a
i = ∆a,p

i + ∆a′,1−p
i +O(a2). (3.13)

∆a,p
i is a Hermitian lattice operator, and p (0 ≤ p ≤ 1) is an arbitrary function

included in ∆a,p
i , which depends on the electron position x. In Eq. 3.13 the dis-

cretized kinetic operator ∆a
i has been split into two terms, one with lattice space

a and weighted by p, the other with lattice space a′ and weighted by 1 − p. In the

notation, we have highlighted only the dependence on a for ∆a
i , since the depen-

dence on a′ can be rewritten as function of a, being the ratio a/a′ kept constant.

The single mesh Laplacian operator ∆a,p
i is defined as follows:

∆a,p
i f(xi, yi, zi) =

1

a2
{p(xi + a/2) [f(xi + a) − f(xi)] (3.14)
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+ p(xi − a/2) [f(xi − a) − f(xi)]}
+ xi ↔ yi ↔ zi,

where ri ≡ (xi, yi, zi) is the position of the i-th electron. For p = 1, ∆a,p
i coincides

with the usual discretized form of the Laplacian on a lattice with mesh size a 1, and

we end up with only the mesh a, being the second term in Eq. 3.13 vanishing. On

the other hand, for p = 0 only the terms containing the mesh a′ survive, and in this

case a′ is the unique mesh size. The most interesting situation is the intermediate

case, when both ∆a,p
i and ∆a′,1−p

i play a role. If we rewrite the matrix elements

〈x| − 1
2

∑

i ∆i|x′〉 of the continuous kinetic operator by using the definition of the

kinetic terms in Eq. 3.13 and the lattice modified Laplacian operator in Eq. 3.14,

we obtain an expression valid up to the second order in a or a′:

〈x| − 1

2

∑

i

∆a
i |x′〉 =



































− 1
2a2
p(x+ δa/2) if x′ = x + δa

− 1
2a′2

(1 − p(x+ δa′/2)) if x′ = x + δa′
∑

i

∑

µ∈{x,y,z}

(

p(µi+a/2)+p(µi−a/2)
2a2

+2−p(µi+a/2)−p(µi−a/2)

2a′2

)

if x′ = x

0 otherwise

,

(3.15)

where δa is a 3N dimensional vector defined as the displacement of one particle in

one direction with length ±a. Therefore there are 6N different δa, and given the

position x, with the double mesh discretization there are 12N points x′ connected

to x through an hopping term in Eq. 3.15. Notice that although p depends on the

position x, the discretized kinetic operator − 1
2

∑

i ∆
a
i is Hermitian, since it is easy

to show from Eq. 3.15 that 〈x| − 1
2

∑

i ∆
a
i |x′〉 = 〈x′| − 1

2

∑

i ∆
a
i |x〉.

Now let us suppose to simulate a Markov process based on the Green function

Gx,x′ = 〈x|Λδx,x′ +
1

2

∑

i

∆a
i |x′〉, (3.16)

constructed by including the discretized kinetic operator and by neglecting for the

moment the potential term in Eq. 3.12. The transition probability of such a process

is given by:

px,x′ =
Gx,x′

bx
, (3.17)

1The discretization of the second derivative ∂
∂x

f(x) valid up to the second order in the lattice

space a is 1
a2 [f(x + a) + f(x − a) − 2f(x)] + O(a2)
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where bx =
∑

x′ Gx,x′ is the normalization, like in the GFMC algorithm (see

Eq. 1.83 in Sec. 1.6). Notice that here bx can be evaluated although we are on

the continuum, since after the discretization the connectivity of the Hamiltonian

is finite, i.e. the number of configurations x′ connected to the given position x

is finite. If p = 0 or p = 1, the transition probability matrix of Eq. 3.17 allows

only moves with the same amplitude (a′ or a), and thus belonging to the same

lattice. Instead, if p assumes intermediates values, the transition matrix yields a

diffusion sometimes driven sometimes by a, sometimes by a′. Once again, if a′ is

a multiple of a, the evolution remains on the same lattice, instead if a and a′ are

incommensurate, the alternate application of ∆a,p
i and ∆a′,1−p

i yields a random-

ization of the electron positions all over the continuous space. Therefore we take

a/a′ irrational. The diffusion process based on these two meshes overcomes the

lack of ergodicity present in a strict lattice evolution, and the electron coordinates

{~ri} assume values practically indistinguishable from the continuum. As can be

seen in Fig. 3.3, once the double mesh is included in the LRDMC framework, a

large reduction of the step-size error occurs, if compared with the use of only one

lattice.

Moreover, this scheme is able to account for the different length scales in the

system. Indeed, since p can depend on the position x, its functional form can

weight the contributions of the two meshes so that the smaller step a is used close

to a nucleus and the larger a′ far away from the nuclei, with a clear reduction of

the autocorrelation time in particular for compounds containing heavy atoms. The

optimal function p and ratio a′/a are found to be:

p(~r) = 1/(1 + Z2|~r − ~R|2/4) , (3.18)

a′/a =
√

Z2/4 + 1 , (3.19)

where ~R and Z are the position and the atomic number of the nucleus closest to

the electron in ~r.

Once the discrete Laplacian operator is introduced, the true kinetic term is

different from the discretized one by order of a2. In particular, the virial theorem

is no longer satisfied, and this can spoil the results. In order to reduce this bias,

the kinetic operator − 1
2

∑

i ∆
a
i is rescaled by a prefactor η, in such a way that:

〈ΨT |
∑

i

∆i|ΨT 〉 = η〈ΨT |
∑

i

∆a
i |ΨT 〉. (3.20)
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Thus, η is determined by requiring that the discretized kinetic energy is equal to

the continuous one calculated on the state ΨT , and it is then simple to show that

this prefactor behaves as 1 +O(a2), being irrelevant in the limit a→ 0, when the

discretized and continuous kinetic operators are equal.

Regularization of the potential

To further improve the accuracy of the approximation and work with larger values

of a, we regularize also the potential V → V a by requiring that, for the chosen

guiding WF ΨT , the local energy 〈x|Ha|ΨT 〉/〈x|ΨT 〉 of the Hamiltonian Ha =

−1/2
∑

i ∆
a
i + V a equals for each value of a the local energy of the continuous

Hamiltonian H . This condition leads to the following solution for V a:

V a(x) = V (x) +
1

2

[∑

i(∆
a
i − ∆i)ΨT

ΨT

]

(x). (3.21)

Note that the correct limit Ha → H for a → 0 is preserved and that the regular-

ization of V yields another important property for Ha: if ΨT is an eigenstate of

H , it is also an eigenstate of Ha for any a, as can be easily derived using that ∆a is

Hermitian. Thus, by improving ΨT , a better a→ 0 convergence is also expected.

The inclusion of non local pseudopotentials in this novel framework is straight-

forward. Indeed, from the Eq. 3.5 in Sec. 3.2, it turns out that the non local op-

erator V P –the total non local pseudopotential in Eq. 3.3– acts on a many-body

configuration x by means of a finite number of matrix elements equal to NVNcore,

where Ncore is the number of electrons in the configuration x within the core ra-

dius of a pseudoatom2. In particular, the off diagonal matrix element connecting

the configurations x and x′ reads:

〈x′|V P |x〉 = ax,x′
L−1
∑

l=0

(2l + 1) vln(x,x′)(|x− Rn(x,x′)|) Pl(x · x′), (3.22)

where n(x, x′) is the nucleus around which x is rotated to x′, vln(r) is the radial non

local component of the pseudopotential, |x−Rn(x,x′)| is the distance between the

2Here we suppose that we are dealing with only one pseudoatom. For instance, in the case of

two pseudoatoms (A and B), given the configuration x, the number of matrix elements connecting

another configuration x′ is NV (NA
core + NB

core), where NA
core (NB

core) is the number of electrons

of x within the core radius of atom A (B).
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configuration x (or x′) and the nucleus n(x, x′), and finally ax,x′ is the quadrature

coefficient relative to the rotation x→ x′.

Therefore, we proceed as if each atomic pseudopotential were by definition

discretized with NV points (see Eq. 3.5) so that V a becomes:

〈x′|V a|x〉 = V a(x)δx,x′ + 〈x′|V P |x〉, (3.23)

where V a(x) is the local component of Eq. 3.21 and the configuration x′ is defined

on a mesh with steps determined by the chosen numerical quadrature. In this

way, we have three meshes, the two kinetic meshes with steps a and a′, and one

pseudopotential mesh.

3.4.2 The algorithm

AlthoughHa is an Hamiltonian defined on a continuous space, all techniques valid

on a lattice can be straightforwardly applied here since Ha acts on a configuration

exactly as a lattice Hamiltonian, namely:

〈x|Ha|ΨT 〉 =
∑

x′

Ha
x,x′〈x′|ΨT 〉 , (3.24)

where, for a given x, the number of matrix elements Ha
x,x′ are finite even in the

presence of non-local pseudopotentials. In particular, we can resort to the same

scheme used in the efficient lattice Green function Monte Carlo algorithm [47,

49, 50]. The resulting algorithm, valid on the continuum, which exploits the lat-

tice GFMC scheme applied to the lattice regularized Hamiltonian Ha, has been

called lattice regularized diffusion Monte Carlo (LRDMC) method. The LRDMC

evolution is based on the importance sampling Green function:

Gx′,x = ΨT (x′)(Λδx′,x −Ha
x′,x)/ΨT (x), (3.25)

which is a discrete matrix with x and x′ defined on the continuum. If all the matrix

elements of Eq. 3.25 are non-negative, the positive distribution ΨT (x)ΨGS(x) is

statistically sampled by the LRDMC projection, without applying the FN approx-

imation. As in the lattice GFMC algorithm, Λ must be chosen sufficiently large, in

order to project the starting trial function ΨT to the lowest state ΨGS of Ha. Note

that, in general, the spectrum of a continuum Hamiltonian is not bounded from
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above. As a consequence, also the spectrum of the lattice regularized Hamilto-

nian Ha is not bounded, and hence in the LRDMC framework we need to take

the limit Λ → ∞, which can be handled with no loss of efficiency as described

in Ref. [49] and in Sec. 1.6. The LRDMC algorithm is outlined in Tab. 3.1. Note

that nor the GFMC neither the LRDMC algorithm has a time step error, since the

Trotter approximation is not employed and the Green function is exactly sampled.

Since the Green function Gx′,x can be made strictly positive only for bosons,

we have to introduce here the analogous of the FNA on a lattice [47, 49, 50] and

modify few of the matrix elements of the HamiltonianHa. For each configuration

x, the matrix elements Ha
x′,x which yield Gx′,x < 0 are set to zero and included in

the so called sign-flip term, Vsf(x) =
∑

x′ 6=x,ΨT (x′)Ha
x′,x/ΨT (x) > 0, which is

then added to the diagonal element Ha
x,x [50]. The resulting effective Hamiltonian

Heff is:

Heff
x,x′ =











Ha
x,x + Vsf(x) if x = x′

Ha
x,x′ if x 6= x′ and ΨT (x′)Ha

x,x′/ΨT (x) ≤ 0

0 if x 6= x′ and ΨT (x′)Ha
x,x′/ΨT (x) > 0,

(3.26)

which has the same local energy as Ha and its ground state wave function has the

same signs as the trial wave function ΨT .

The GS energy of H eff can be efficiently computed with the mixed average

estimator Eeff
MA which also equals the mixed estimator for the Hamiltonian Ha:

Eeff
MA =

〈ΨT |Heff|Ψeff
FN〉

〈ΨT |Ψeff
FN〉

=
〈ΨT |Ha|Ψeff

FN〉
〈ΨT |Ψeff

FN〉
(3.27)

where Ψeff
FN is the GS of Heff. As in Eq. 3.10, the above identity holds since the

local energy HeffΨT/ΨT of the effective HamiltonianH eff equals the local energy

HaΨT/ΨT of the regularized Hamiltonian Ha. For a local Hamiltonian H , we

recover the standard DMC result EMA = EFN in the limit a → 0 as shown in

Fig. 3.3. Indeed if the potential is local, the non local matrix elements of H eff

come only from the discretized Laplacian operator, but in the limit a → 0 all the

hopping terms connect points within the same nodal region, and the FN constraint

is automatically satisfied. Therefore, in the case of local potential, the following

identities hold:

lim
a→0

Heff = lim
a→0

Ha = H, (3.28)
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Table 3.1: Schematic chart of the LRDMC method. We use the algorithm with a fixed

number of walkers. Between two consecutive branchings, each walker evolves for a time

T , chosen a priori in such a way that at least 90% of walkers survive in average after a

branching. T left
i is the remaining time for the walker i before the next branching.

initial weights: wi = 1 ∀i.

initial remaining time: T left
i = T ∀i.

loop over LRDMC generations with index g

loop over the walkers with index i

. Given the walker i with configuration x, compute the persistence time τx, dur-

ing which the walker stays in that configuration:

τx = min[−log(r)/Nx, T left
i ],

where r is a random number with uniform deviate 0 < r ≤ 1, and Nx =
∑

x′(6=x) Gx′,x is the normalization of the off diagonal Green function Gx′,x.

. Update the weight of the walker:

wi = wi exp [−τx(EL(x) − ET )] ,

where EL(x) is the local energy, and ET is the guessed ground state energy,

given from input, which avoids overflows or underflows of the weights.

. Update the remaining time:

T left
i = T left

i − τx,

If T left
i = 0, stop the evolution for the walker i and start evolving the walker

i + 1 in the loop; otherwise go ahead with the same walker as follows.

. Move the walker i to a new configuration x′(6= x), obtained with probability:

px′,x = Gx′,x/Nx,

where px′,x is the transition probability matrix.

. Update ΨT (x), Gx′,x, and px′,x.

. Evaluate the new local operators, like e.g. EL(x).

. Compute the weighted averages Ōg =
∑

i O(xi)wi/W , where Wg =
∑

i wi is the

total weight of the generation g.

. Use the branching scheme to control the fluctuations of the walker weights.

. Set wi = 1 ∀i and T left
i = T ∀i.
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and in this limit Eeff
MA coincides with the FN energy of the continuous Hamilto-

nian.

When non-local pseudopotentials are included, the first identity of Eq. 3.28 is

not true, since in general

lim
a→0

Heff 6= lim
a→0

Ha, (3.29)

and the mixed averageEeff
MA is not equal to the pure expectation value ofHa. How-

ever the lattice FN theorem, proved in Ref. [50] and reported in Subsec. 1.6.2 for

the lattice GFMC energy, can be applied also to the LRDMC framework, yielding:

ET ≥ Eeff
MA ≥ 〈Ψeff

FN |Ha|Ψeff
FN〉/〈Ψeff

FN |Ψeff
FN〉, (3.30)

where ET is the expectation value of the Hamiltonian H on ΨT . Although the

Hamiltonian Heff is defined on a continuous space, we can resort to the same

scheme used to prove the lattice FN theorem, since for a given x, the number of

matrix elements H eff
x,x′ and Ha

x,x′ are finite, as already mentioned. Therefore, it is

possible to write the energy difference ∆E = 〈Ψeff
FN |(Heff

γ −Ha)|Ψeff
FN〉 as a sum

of positive contributions:

(1+γ)

∫

dx
∑

x′(> x) and

H̃a
x,x′

> 0

|Ha
x,x′|

∣

∣

∣

∣

∣

Ψeff
FN(x)

√

∣

∣

∣

∣

ΨT (x′)

ΨT (x)

∣

∣

∣

∣

− sHa
x,x′Ψ

eff
FN(x′)

√

∣

∣

∣

∣

ΨT (x)

ΨT (x′)

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

≥ 0,

where, as in Subsec. 1.6.2, sHa
x,x′ is the sign of the matrix element Ha

x,x′ , and the

condition x′ > x below the summation sign indicates that each pair of configura-

tions x and x′, which occurs twice, is taken once, since the other pair is rearranged

in the summation. The above relation is valid for each a, also in the limit a → 0

when Ha → H . The upper bound therefore follows:

Eeff
MA ≥ EFN ≥ EGS, (3.31)

where EGS is the ground state energy of the true continuous Hamiltonian H , and

EFN is the pure expectation value ofH on the ground state of the effective Hamil-

tonian Heff. This important upper bound property does not generally hold for the

mixed-average ELA
MA computed in the DMC approach.
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Figure 3.3: FN energies for the all-electron carbon atom computed within DMC,

LRDMC and a LRDMC scheme where only one discretization lattice is employed

(LRDMC one lattice). The lattice spacing a is here mapped to the time-step τ as

a =
√
τ .

3.4.3 Computation of EFN and pseudopotential localization

In this subsection we extend the effective Hamiltonian H eff to include the pa-

rameters γ (≥ 0) and α (0 ≤ α < 1) [52], in order to be able to compute the

pure expectation value EFN and to recover the locality approximation within the

LRDMC framework.

The parameter γ allows us to compute the expectation value EFN of the

Hamiltonian Ha on the fixed node solution of H eff. As we have already proven

in Eq. 3.29, Eeff
MA, easily computed during a LRDMC calculation, differs from

EFN in the presence of non-local potentials (Eq. 3.30), as in the case studied in

Sec. 1.6.

On the other hand, the parameter α sets the degree of localization used in the

effective Hamiltonian: it smoothly connects the LA (α = 1) to the standard lattice

FN approach described above (α = 0) where the pseudopotential terms with a non



106
Lattice regularized

diffusion Monte Carlo

negative Gx′,x are not approximated.

The new effective Hamiltonian Hα,γ is:

Hα,γ
x′,x =



















Ha
x,x + (1 + γ)Vsf(x) + α(1 + γ)VPsf(x) if x′ = x

−γHa
x′,x if ΨT (x′)Ha

x′,x/ΨT (x) > 0

(1 − α(1 + γ))Ha
x′,x if ΨT (x′)V P

x′,x/ΨT (x) < 0

Ha
x′,x otherwise,

(3.32)

where x′ 6= x and a new sign-flip term is introduced:

VPsf(x) =
∑

x′ 6=x

ΨT (x′)V P
x′,x/ΨT (x) < 0. (3.33)

This Hamiltonian satisfies Gx′,x > 0 and reduces to H eff for α = γ = 0.

Contrary to the usual sign-flip term Vsf(x), the term reported in Eq. 3.33 con-

tains negative matrix elements coming exclusively from the non local pseudopo-

tential, which in principle can be treated as hopping terms, since they satisfy the

FN constraint. In the effective Hamiltonian Hα,γ , they are placed in the diagonal

term with weight α, and subtracted by the same amount from the off diagonal

matrix elements with ΨT (x′)V P
x′,x/ΨT (x) < 0 3, as we want to include the lo-

cality approximation within the LRDMC framework. In this way, while the non

local pseudopotential elements which do not fulfill the FN requirement are already

traced in the sign-flip diagonal term Vsf(x), the others are traced in the diagonal

contribution VPsf(x) with weight α(1+γ). If we keep γ = 0 and we set α = 1, the

non local pseudopotential terms disappear from the off-diagonal matrix elements

of the Hamiltonian and are all traced in the diagonal element inside the sign-flip

contribution. This is exactly equivalent to the LA, where the local potential is

obtained from the non local pseudopotentials by means of the trial wave function

ΨT (see Eq. 3.7).

Since the lattice regularized effective HamiltonianHα,γ shares the same prop-

erties as the effective Hamiltonian valid for lattice systems, within the LRDMC

3Notice that by ΨT (x′V P
x′,x/ΨT (x) < 0, we mean those negative off-diagonal elements Ha

x′,x

which include non local potentials. Moreover the single element Ha
x′,x cannot contain both Lapla-

cian and pseudopotential contributions, since the former are converted into translational hopping

terms, the latter become rotational moves. Therefore in practice it is impossible that a couple x

and x′ is connected both by translational and rotational moves provided by the Hamiltonian.
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framework it is possible to evaluate the expectation value of Ha on the GS solu-

tion Ψα,γ
FN of Hα,γ. Indeed we can follow the same procedure explained in Sub-

sec. 1.6.3, and exploit the identity

EFN(α, γ) = EMA(α, γ) − (γ + 1)
∂EMA(α, γ)

∂γ
, (3.34)

where

EFN(α, γ) = 〈Ψα,γ
FN |Ha|Ψα,γ

FN〉/〈Ψ
α,γ
FN |Ψ

α,γ
FN〉 (3.35)

EMA(α, γ) = 〈ΨT |Ha|Ψα,γ
FN〉/〈ΨT |Ψα,γ

FN〉. (3.36)

This relation is obtained by using that Ha = Hα,γ − (γ + 1)∂γH
α,γ and applying

the Hellmann-Feynman theorem to the last term. The LRDMC simulation is able

to evaluate only EMA(α, γ) and not EFN(α, γ), as 〈ΨT |Hα,γ|Ψα,γ
FN〉/〈ΨT |Ψα,γ

FN〉,
the quantity actually computed by the LRDMC method, equals EFN(α, γ):

EMA(α, γ) = 〈ΨT |Ha|Ψα,γ
FN〉/〈ΨT |Ψα,γ

FN〉 = 〈ΨT |Hα,γ|Ψα,γ
FN〉/〈ΨT |Ψα,γ

FN〉,
(3.37)

where the last identity follows from the equivalence between the local energy

HaΨα,γ
FN/Ψ

α,γ
FN and Hα,γΨα,γ

FN/Ψ
α,γ
FN . The best variationalEFN energy is for γ = 0

(see Ref. [52] and Subsec. 1.6.3), which we estimate by computing the derivative

with respect to γ in an approximate but variational way:

EFN(α, 0) ≤ EMA(α, 0) − [EMA(α, γ) − EMA(α, 0)]/γ, (3.38)

where the equality sign holds in the limit of small γ. The proof of the variationality

of the estimate given in Eq. 3.38 can be obtained by following the same scheme

given in Subsec. 1.6.3 used to prove the upper bound of a similar expression for a

lattice Hamiltonian.

The parameter α is used to improve upon the locality approximation and its

value is optimized to yield the lowestEFN(α, 0). The present scheme can evaluate

the variational EFN(α, 0) using Eq. 3.38, even though it is not guaranteed that

EMA(α, γ) is variational for α > 0. This can be shown by evaluating the energy

difference

∆E = 〈Ψ|(Hα,γ −Ha)|Ψ〉, (3.39)
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where Ψ is a variational state. If we follow the proof reported in Ref. [50] and in

Subsec. 1.6.2, it is easy to obtain:

∆E = (1 + γ)

∫

dx
∑

x′(> x) and

H̃a
x,x′

> 0

|Ha
x,x′|

∣

∣

∣

∣

∣

Ψ(x)

√

∣

∣

∣

∣

ΨT (x′)

ΨT (x)

∣

∣

∣

∣

− sHa
x,x′Ψ(x′)

√

∣

∣

∣

∣

ΨT (x)

ΨT (x′)

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

− α(1 + γ)

∫

dx
∑

x′(> x) and

Ṽ P
x,x′

< 0

|Ha
x,x′|

∣

∣

∣

∣

∣

Ψ(x)

√

∣

∣

∣

∣

ΨT (x′)

ΨT (x)

∣

∣

∣

∣

+ sHa
x,x′Ψ(x′)

√

∣

∣

∣

∣

ΨT (x)

ΨT (x′)

∣

∣

∣

∣

∣

∣

∣

∣

∣

2

,

where sHa
x,x′ is the sign of the matrix element Ha

x,x′ , H̃
a
x,x′ and Ṽ P

x,x′ refer to the

importance sampling matrix elements, and the condition x′ > x below the sum-

mation sign indicates that each pair of configurations x and x′, which occurs twice,

is taken once, since the other pair is rearranged in the summation. It is apparent

that as soon as α > 0, there is a negative contribution which can give an overall

negative value for ∆E. Therefore for α > 0 the variationality of the mixed aver-

age EMA is not guaranteed. Instead, for α = 0, the upper bound is proved since

in that case ∆E contains only a sum of positive terms.

To estimate the variationalEFN energy, we use the relation in Eq. 3.38, i.e. we

approximate the derivative ∂γHα,γ=0 by means of a finite difference expression,

with two independent calculations of EMA for γ = 0 and γ positive. Note that

if α > 0, we must take γ ≤ 1/α − 1 in order to keep the importance sampling

Green function of Eq. 3.25 positive definite. Therefore, for α close to 1, the naive

evaluation of the derivative based on finite differences turns out to be unfeasible,

since ∆γ must be close to 0 and the error diverges. However, it is possible to over-

come this difficulty by using a correlated sampling (see Appendix E) to compute

EMA(α, γ) for γ = 0 and γ ∈ (0, 1/α−1], during the same run and exploiting the

same random walk to evaluate the energy differences. In this way, the LRDMC

scheme is able to estimate the pure expectation value EFN also in a regime close

to the locality approximation (α ≈ 1), while the standard DMC can only access

the mixed average ELA = 〈ΨT |HLA|ΦLA〉/〈ΨT |ΦLA〉. On the other hand, for

α = 0, bothEMA and EFN computed by the LRDMC method are variational, and

in this case EFN can be easily estimated by using two independent evaluations

of EMA for γ = 0 and γ = 1, without resorting to the correlated sampling (see

Appendix E).
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3.5 Results

In this section we present some data on the efficiency of the algorithm compared

to the standard DMC method (Subsection 3.5.1), the LRDMC results obtained

for the silicon and scandium atoms with non local pseudopotentials (Subsection

3.5.2) and finally an application of the LRDMC framework to a quantum wire

model, in which standard DMC simulations are affected by a lack of ergodicity

during the sampling (Subsection 3.5.3).

3.5.1 Efficiency

In order to check the efficiency of the LRDMC algorithm with respect to the stan-

dard DMC method, we have carried out various simulations at different lattice

spaces or time steps, taking into account the total CPU time and the statistical

error of the energy. To evaluate the efficiency we have computed the following

expression:

efficiency =
1

time × error2
. (3.40)

As test case, we chose the iron atom with Dolg’s pseudopotentials to replace the

neon core. We believe that it is a good system for testing the efficiency, since it

contains a quite big core and a large number of valence electrons, and thus it is

possible to check the effect of both the double kinetic move and the variational

treatment of non local potentials. The results are reported in Table 3.2 and the

energies plotted in Fig. 3.4.

The first outcome is that the LRDMC efficiency is better than the DMC’s,

mainly due to the double kinetic move, with the smallest step around the core and

the greatest one in the valence region. Indeed the pseudopotentials we used for the

iron atom replace only the neon like shells, leaving an unscreened nucleus with

pseudocharge Zeff = 16, which is relatively large for a pseudoatom. Mitas [118]

suggested to use such a small core, in order to reduce the core-valence correlation,

very important in this case, and obtain more accurate results. It is clear that an

atom with Zeff = 16 shows different characteristic length scales, since its shell

structure is complex with a large spread of single particle energy levels. Therefore

the double mesh used for the discretization of the Laplacian really matters to set

the efficiency of the LRDMC algorithm, by decorrelating the valence dynamics
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Table 3.2: Study of the efficiency of the DMC and LRDMC simulations for the 5D

atomic state of iron. All the calculations have been carried out using 16 processors of

the clx parallel cluster of Xeon 3GHz processors located at Cineca (Bologna, Italy). The

energy is in Hartree, the cpu time in seconds, the time step τ has been mapped to the

lattice space as a =
√

τ , and the efficiency has been calculated as in Eq. 3.40.

lattice space method energy error CPU time efficiency

0.0208 DMC (τ = 4.3 10−4) -123.7886 1.6 10−3 37230 2.71

LRDMC (α = 1, γ = 0) -123.7973 1.1 10−3 20104 10.86

LRDMC (α = 0, γ = 0) -123.7885 1.1 10−3 20331 11.05

0.0245 DMC (τ = 6.0 10−4) -123.7926 1.9 10−3 18656 3.61

0.0284 DMC (τ = 8.1 10−4) -123.7935 1.7 10−3 19636 4.18

LRDMC (α = 0, γ = 0) -123.7921 0.9 10−3 14375 21.96

0.0316 DMC (τ = 1.0 10−3) -123.7893 1.7 10−3 15224 5.48

0.0391 DMC (τ = 1.5 10−3) unstable

LRDMC (α = 0, γ = 0) -123.7993 1.1 10−3 14217 31.30

0.0625 DMC (τ = 3.8 10−3) unstable

LRDMC (α = 0, γ = 0) -123.8172 0.8 10−3 13259 55.40

with respect to the highest energy electrons, and thus reducing the autocorrelation

time of the sampling. Notice that in order to use a double mesh sampling one has

to pay the price of computing in advance twice the number of non diagonal matrix

elements computed in the case of only one mesh. Therefore there is a balance

between the time spent to evaluate the matrix elements and the efficiency gained

from using multiple meshes to decorrelate the electrons. In principle one can use

even more than two meshes, by requiring that:

∆a =
∑

i

∆ai ,pi

∑

i

pi(x) = 1

ai/a1 = ci (3.41)

where ai are the lattice spaces, ci are irrational numbers, and pi are the weight-

ing functions appearing in the discretized Laplacian operators ∆ai,pi defined in

Eq. 3.14. The total number of matrix elements connected to the given configura-
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tion x is 2DmN , where m is the number of meshes, D is as usual the dimension

of the space and N is the number of electrons. In the case of non local potentials,

also the off diagonal elements in the potential itself become hopping terms of the

lattice regularized Hamiltonian, and they contribute to improve the efficiency of

the sampling beside those coming from the discretization of the Laplacian. We

believe that m = 2 is the most effective choice, also in the presence of non local

potentials. For very heavy atoms, it could be more continent to add more meshes

into the definition of the discretized Laplacian, since the number of characteris-

tic length scales would increase. Anyway, this should be checked, because adding

more meshes means computing more matrix element and increasing the total time,

as stated above.
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Figure 3.4: Energy dependence on the lattice space of DMC and LRDMC (α =

0, γ = 0) calculations for the iron atom with Dolg’s pseudopotentials. The time

step τ has been mapped to the lattice space as a =
√
τ .

On the other hand, the variational treatment of non local potential does not

seem to affect the efficiency, since the LRDMC scheme with the locality approxi-

mation (α = 1, γ = 0) provides almost the same efficiency as the LRDMC algo-
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rithm without locality (α = 0, γ = 0), as it is apparent from Table 3.2. However,

the algorithm with α = 0 and γ = 0 yields a stable simulation also for those lattice

spaces (time steps) that lead to an unstable DMC evolution. Probably the DMC

instability comes from rare but extreme events, in which the walker is close to the

node, the localized pseudopotential is extremely attractive and the local energy is

too low to be included in a steady branching scheme. Instead, in the LRDMC with

α = 0 and γ = 0, which provides variational results, the negative divergent terms

of the pseudopotential are converted into hopping terms, which push the walker

away from the node, where the localized pseudopotential diverges. In this way the

simulation is very stable, even for a hard non local potential or for a poor guiding

function.

Finally, the possibility to work with large lattice spaces without compromising

the stability of the calculation allows to perform a much more accurate extrapo-

lation to the limit a → 0. Moreover it has been noticed that in the case of non

local pseudopotentials the DMC dependence on the time step is often non mono-

tonic, (see Fig. 3.5) and thus it is cumbersome to extrapolate the DMC result to

the limit of τ = 0 without carrying out simulations with very small time step and

very low efficiency. Instead, LRDMC results do not show this difficulty, and its

energies are always very well fitted by a functional form containing a quadratic

dependence on the lattice space.

3.5.2 LRDMC and non locality:

application to atoms

We have first tested the performance of the LRDMC approach on the silicon pseu-

doatom using three Hartree-Fock pseudopotentials which differ in the construc-

tion, functional form and core radius. The soft one is a norm-conserving pseu-

dopotential obtained using the code of Shirley and the construction scheme of D.

Vanderbilt and it has a quite large core radius. The Dolg’s pseudopotential has a

smaller core radius, but the magnitude of the non local radial functions vl(r) is

bigger. The Lester’s has built to have both a small core radius and flat functions

vl(r) at the origin, and so it is the most local among the three pseudopotentials

used. All of them are plotted in Fig. ?? for the local and the s like non local

components.
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Figure 3.5: Energy dependence on the time step for DMC, LRDMC (α = 0, γ =

0) and LRDMC (α = 1, γ = 0) calculations of the nitrogen dioxide NO2 with

norm conserving Hartree-Fock pseudopotentials. The trial wave function has

the usual Slater-Jastrow form. The Slater part is a Hartree-Fock determinant,

while the Jastrow factor contains three-body correlations, of the form described in

Ref. [79]. The lattice space a has been mapped to the time step as a =
√
τ . The

LRDMC framework with the LA has a monotonic dependence on the time step,

contrary to the DMC results. The mixed-estimate EMA(0, 0) is higher than the

non variational data.

For each pseudopotential, we employ three wave functions with the same de-

terminantal component and, consequently, the same nodes, but with different Jas-

trow factors. We use functions without Jastrow factor, with a two-body, and a

sophisticated three-body Jastrow factor [79]. The determinantal component has

been obtained from Hartree-Fock calculations with a Gaussian basis, while the

Jastrow factor fulfills both the electron and nuclear cusp conditions. The Jastrow

part of the wave function has been optimized using the variance minimization,

while the Slater part has been kept fixed.

In this way, we can check the magnitude of the locality error for the pseudopo-
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tential and the method used in the calculation. Indeed, if the localization error was

absent, only the FN approximation would affect the results, and therefore the en-

ergy would depend only on the nodes and not on the shape of the guidance wave

function. Consequently the wave functions with the same determinantal compo-

nent would yield the same result. Instead, as shown in Fig. 3.6, the mixed energy

estimate ELA computed within DMC changes significantly with the guiding wave

function ΨT . It means that the locality approximation gives an error, which is

relevant at least in the total energies.
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Figure 3.6: FN energies of the silicon pseudoatom computed within DMC (ELA
MA)

and LRDMC (EFN(α, 0)). For different pseudopotentials (Soft, Dolg’s [126] and

Lester’s [120]), we use as guiding wave function’s a Hartree-Fock determinant

with no Jastrow, a two-body and a three-body Jastrow factor. A more accurate

guiding wave function corresponds to a smaller difference between the variational

Monte Carlo (VMC) and the FN energies. The LRDMC energies are computed

for α = 0.9 (filled triangles), α = 0.5 (open circles) and α = 0 (open squares).

The linear fits for the DMC and the LRDMC (α = 0.9) data are shown.

The LRDMC framework allows to compute the pure energy expectation val-
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ues EFN(α, 0) of the true Hamiltonian, evaluated using different degrees of local-

ization: α = 0 (true non local treatment of the pseudopotential matrix elements

which do not frustrate the sign of the Green function), 0.5 and 0.9 (close to the

locality approximation of the non local potential). All results reported in Fig. 3.6

are obtained using the LRDMC correlated sampling (see Appendix E) to estimate

accurately the derivative ∂EMA(α, γ = 0)/∂γ in Eq. 3.34. For every α and for

every pseudopotential, the EFN(α, 0) energies show a localization error smaller

than the mixed averages ELA obtained with the DMC method. For all cases, the

statistical uncertainty does not allow us to discriminate between the LRDMC en-

ergies obtained for α = 0.5 and α = 0.9, and a shallow minimum seems to

lie between these two values. The localization error is significantly reduced for

optimal EFN(α, 0) and the weakest dependence on ΨT is obtained for Lester’s

pseudopotential [120] which has the smallest core radius in the non-local compo-

nent. Interestingly, since EFN(α, 0) for α ' 1 is very close to the minimum, the

LA seems to provide in this case good wave functions. This is probably due to

the fact that the effective Hamiltonian with the LA does not break the rotational

invariance of the true Hamiltonian for atoms. Indeed, even if for α = 0 some of

the non local pseudopotential elements are correctly treated, the presence of the

FN approximation, necessary to guarantee the positivity of the Green function,

leads to an effective Hamiltonian with part of the pseudopotential contribution in

the spin-flip term, the remaining pseudopotential elements in the hopping terms.

Therefore, whenever the FN approximation is not necessary, the α = 0 lattice

regularized Hamiltonian is exact, but since the FN approximation is needed, the

effective FN Hamiltonian with α 6= 1 turns out to break the rotational invariance.

Instead, the case with α = 1 approximates completely the pseudopotential, but

since it treats on the same footing all the non local elements by localizing the

whole pseudopotential, it does not break the rotational invariance, and thus proba-

bly yields better wave functions. Notice however that we can say something about

the quality of the wave function just because we can compare variational expec-

tation values for the true Hamiltonian, accessed only by the LRDMC framework

and not by the standard DMC method.

A stringent test case for our LRDMC algorithm is the scandium atom: the LA

for transition metals yields large errors in the DMC total energies, and performs

the worst for the scandium atom [119]. As before, we keep the determinantal part
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of the wave function fixed, and employ a 2-body which fulfills both the nuclear

and the electron cusp conditions (see Chap. 4), and a 3-body Jastrow factor of

the form described in Sec. 2.2.3. The determinantal component is an antisym-

metrized geminal function expanded over a (5s5p5d) Gaussian-type basis in order

to cure near degeneracy effects, and optimized in the presence of the 2-body Jas-

trow factor by means of the SRH method (see Sec. 1.4.2). We employ Dolg’s

pseudopotential [126] and compute the 4s23dn → 4s13dn+1 excitation energy

which is reported in Table 3.3. This time we have estimated the pure expectation

value EFN(α, 0), by using two independent samples with γ = 0 and γ = 1 (see

Eq. 3.38).

It is apparent that the LA does not only affect the DMC total energies but

also the DMC energy differences: the DMC excitation energy computed with

the 2-body Jastrow factor differs from the experimental value by more than three

standard deviations. On the other hand, the LRDMC FN results are less sensitive

to ΨT , and are compatible with the experiment even when a simple 2-body Jastrow

factor is employed. Also the LRDMC MA excitations appear to be closer to the

experimental value than the DMC ones.

Since estimating EFN(α, 0) is computationally more demanding because re-

quire the evaluation of two mixed-average energies (Eq. 3.38), a practical compro-

mise is to useEMA(0, 0) as the energy estimate: EMA(α, 0) at α = 0 is variational

and its computation is more efficient than the DMC evaluation of ELA
MA. For the

scandium pseudoatom, which has a large effective charge, we find that, due to the

use of a double kinetic mesh within LRDMC, the gain in efficiency over DMC

is at least a factor of 2, as already reported in the previous subsection 3.5.1 for

the iron atom. Also in this case, we observe that a LRDMC simulation with off-

Table 3.3: Comparison of 4s23dn → 4s13dn+1 excitation energy (eV) for the scandium

atom.

LRDMC

α VMC DMC EMA(α, 0) EFN (α, 0) exp

2-body 0.0 1.099(30) 1.381(15) 1.408(12) 1.417(31) 1.43

2-body 0.5 1.099(30) 1.381(15) 1.394(11) 1.441(25)

3-body 0.5 1.303(29) 1.436(22) 1.448(9) 1.478(22)
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diagonal pseudopotentials is computationally much more stable than DMC even

when a very crude wave function or a very large lattice mesh a are employed.

As already discussed, the reason for this better stability is that the negative diver-

gences coming from the pseudopotentials close to the nodes are converted to finite

hopping terms in the LRDMC scheme.

3.5.3 LRDMC and ergodicity:

application to a quantum wire model

The Hamiltonian of the quantum wire model[127] studied is, in units in which

a∗0 = ~
2ε/(m∗e2) = 1 and e2/(2εa∗0) = 0.5:

H = −1

2

N
∑

i=1

∇2
i +

∑

i<j

Vb(|xi − xj|), (3.42)

Vb(x) = (
√
π/2b)exp

(

x2/4b2
)

erfc (|x|/2b) , (3.43)

with b a measure of the wire width. Above, ε is the dielectric constant of the

semiconductor and m∗ the effective mass of the carriers. The pair interaction

Vb(x), which is finite at the origin, Vb(0) =
√
π/(2b) and decays as 1/x for x� b,

is obtained from an harmonic confinement of the 3DEG, after projection on the

lowest subband of transverse motion[127]; it thus provides a good approximation

to the 3D system at low density ρ, i.e., rs = 1/2ρ � πb/4, with the density

parameter rs also providing an estimate of the Coulomb coupling, as ratio between

average potential and kinetic energies.

We carry out VMC and DMC simulations for the ground state properties of a

thin wire (b = 0.1) on a fairly wide coupling range (1 ≤ rs ≤ 10), thus consid-

ering only unpolarized states[128–130]. To this end, we resort to a Slater-Jastrow

wavefunction[131] ΨT = JD↑D↓, with Dσ a determinant of Nσ plane waves and

J = exp[−
∑

i<j u(|xi − xj|)], with u(x) a two-body Jastrow function to be op-

timized. This is the simplest correlated wavefunction for an unpolarized Fermion

state with homogeneous density and can be further improved with the inclusion

in the Jastrow factor J of higher order terms[86, 132]. To avoid shell degeneracy

effects we keep N ↑= N↓ odd, and in order to further reduce the finite size bias we

use periodic boundary conditions and the Ewald’s sum[131, 133, 134] of the pair

potential Vb(x).
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We remind the reader that in 1D the nodes of the Fermionic ground state of

given symmetry are known exactly[46], as they are fully determined by exchange

antisymmetry (see Subsec. 1.5.2), and coincide in particular with those of the

above wavefunction for the unpolarized state. Thus, DMC provides in principle

exact energies[129, 133, 134] that may serve as benchmark for the VMC simula-

tions when optimizing the Jastrow factor J . As starting point for our simulations

we take a two-body Jastrow function of the RPA type,[131, 135, 136] which in

Fourier space reads

2ρũRPA(k) = −S0(k)
−1 +

√

S0(k)−2 + 4ρṼb(k)/k2, (3.44)

with S0(k) = (k/2kF )θ(2kF − k) + θ(k − 2kF ) the structure factor of a non

interacting 1DEG,

Ṽb(G) = E1(b
2G2) exp(b2G2) (3.45)

the Fourier transform of the interaction, and θ(x) andE1(x) respectively the Heav-

iside and the exponential integral functions. To get an accurate description of cor-

relation functions we systematically optimize ΨT , employing the variance mini-

mization method[26]. As the plane-wave determinants provide the exact nodes for

our 1D system, we have chosen to optimize only the two-body Jastrow function

u(x), for which we have considered the scaled RPA form uα(x) = α uRPA(x).

The repulsive nature of the pair interaction Vb(x) is directly reflected in uRPA,

which is shown in Fig. 3.7. This function is repulsive and the repulsion increases

appreciably with decreasing the density (increasing the rs). Thus, as the density

is lowered electrons are kept apart more and more effectively and this results in

a quasi long range order which can be described as a quasi Wigner Crystal[137].

Though the two-body Jastrow function remains finite at contact, the Jastrow factor

becomes exponentially small yielding what may be seen as pseudonodes of the

wavefunction. These pseudonodes have no particular effect on like spin electrons,

as the wavefunction is already vanishing at contact for such electrons and most

importantly particle exchanges are explicitly summed over in the determinants.

On the contrary, the effect on opposite spin electrons when combined with the

reduced dimensionality may become dramatic. In a random walk in configuration

space with importance sampling given by the Slater-Jastrow wavefunction, the

RPA Jastrow function tends to freeze out the exchange between opposite spin
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electrons and may cause ergodicity problems (see Sec. 1.2), which show up in the

evaluation of spin correlations[133, 134]. Evidently, it is not only the presence of

the pseudonodes to cause problems but also the slope with which the pseudonodes

are approached, on the scale of the interparticle distance. When such a slope

becomes sufficiently large, naive algorithms may become inefficient in sampling

inequivalent pockets in configuration space, delimited by the pseudonodes.
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Figure 3.7: RPA two-body Jastrow function for b = 0.1 and rs = 1 (solid line),

rs = 2 (dashed line), rs = 6 (dotted line), rs = 10 (dot-dashed line).

Ergodicity becomes an issue in the present context because for opposite spin

electrons in 1D there is no exchange without crossing. On the other hand, the

energy does not seem to depend on the exchange frequency during the sampling,

and this is due to the fact that at strong coupling different spin configurations

are almost degenerate. The variational Monte Carlo (VMC) algorithm can easily

overcome this ergodicity problem, since the proposed move can be forced to flip

the spin of an electronic configuration, by explicitly introducing a spin exchange

or by allowing the amplitude of the move to be greater than the mean interparti-

cle distance. Instead in the diffusion Monte Carlo (DMC) approach, the random

walk has to follow the diffusion process driven by the imaginary time dependent
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Schrödinger equation. As we have already seen in Sec. 1.5.1, if the importance

sampling is introduced, the resulting Green function, approximated by means of

the Trotter expansion up to the second order in the time step τ , includes the drift-

diffusion dynamics:

x′ = x+Dτ∇ ln |ΨT (x)|2 +
√

2Dτχ, (3.46)

where ∇ ln |ΨT (x)|2 is the quantum force,D = ~
2/2m is the diffusion coefficient,

and χ is a Gaussian distributed random variable. In order to get rid of the time step

error in the final result, one needs to extrapolate the fixed node energies obtained

at different time steps for τ going to zero. Thus the mean square displacement,

which is related to the variance of the diffusion process, is forced to vanish linearly

with τ and in that regime one can not avoid the lack of the ergodicity in the random

walk.

Here, we want to apply the LRDMC scheme to the same system, and com-

pare its efficiency of sampling spin flips with respect to the DMC method. Due

to the homogeneity of the system, the function p in the discretized Laplacian (see

Subsec. 3.4.1) is kept spatial independent, contrary to the general case where the

dependence of p on the electronic positions can be exploited to improve the effi-

ciency of the diffusion process. Here p = 0.5, and the contributions to the total

Laplacian coming from ∆a,p and ∆a′,1−p are equally weighted. The two terms,

with a/a′ =
√

5, allow the diffusion to explore all the continuous space, since the

two meshes are incommensurate; in this way the lattice space bias due to the dis-

cretization of the continuous kinetic operator is greatly reduced, like in the atomic

case, and one can work with a reasonably large value of a without a significant

lattice step error.

Since the Hamiltonian in Eq. 3.42 does not contain any non local potential,

all off diagonal elements of Ha are the kinetic terms, and the number of hopping

terms of the discretized kinetic operator defined in Eq. 3.15 is 4N in 1D. The

fermionic sign problem is still present and needs to be treated by means of the

effective fixed node Hamiltonian, although the nodes are exact and the fixed node

energy coincides with the true ground state energy of the system.

We did an accurate comparison between the DMC and LRDMC approach, by

taking into account the efficiency of the energy estimator, the dependence on the

time step and on the lattice space, and the spin flip frequency during the simula-
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tions. We applied the two QMC schemes to the quantum wire model withN = 22

and for rs ranging from 1 to 10. For a fair comparison, we chose the DMC time

step τ = a2, so that all two algorithms provide the same amplitude for the dif-

fusion move. We found that the efficiency of the DMC energy estimator is twice

better than the efficiency of the LRDMC, since in the latter approach we need to

compute in advance all the possible off diagonal moves, by losing a fraction of the

computing time. On the other hand, as reported in Table 3.4, the spin exchange

frequency is almost the same for the high density model, when the correlation is

weak, but the LRDMC becomes more and more effective in sampling the spin

flips when the density is lower and the correlation turns to be strong. In particular,

for the lowest density (rs = 10) the LRDMC algorithm yields an efficiency in the

spin flip sampling which is two orders of magnitude higher than the DMC case.

Table 3.4: Spin exchange frequency (H−1) for the LRDMC and DMC algorithm at

different densities for the quantum wire model with N = 22 and b = 0.1. The frequency

is defined as the number of exchanges between opposite spin particles per unit of the

imaginary time propagation. Notice that the frequency is reduced when the density lowers,

while the efficiency of the LRDMC increases with respect to the DMC. All the simulations

have been performed with a = 0.2rs and τ = a2.

rs = 1 rs = 2 rs = 4 rs = 6 rs = 10

LRDMC 2.36 1.14 10−1 3.92 10−2 6.38 10−4 1.77 10−5

DMC 2.28 7.62 10−2 8.48 10−3 6.42 10−5 1.82 10−7

relative frequency 1.03 1.50 4.62 9.94 97.47

Therefore, at given amplitude of the QMC move, the LRDMC is more effec-

tive than the DMC scheme; we believe that the reason is related to the Trotter

approximation behind the DMC propagator, which spoils the exact dynamics of

the diffusion process and apparently reduces the ergodicity of the random walk.

Another appealing behaviour of the LRDMC approach is the lattice space depen-

dence of the fixed node energy. As one can see in Fig. 3.8, the LRDMC energies

have a quadratic dependence on a with a prefactor much smaller than the slope

of the linear fit for the corresponding DMC energies. It means that, in order to

obtain an almost converged LRDMC result, one does not need to go to small lat-
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tice spaces, with a gain both from the computational point of view and from the

efficiency of the spin flips, which of course is reduced as the diffusion move goes

to zero.
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Figure 3.8: DMC and LRDMC energies dependence on the time step. The lattice

space a has been mapped into the time step, by means of the relation a =
√
τ . For

both the two cases, the dependence appears to be linear, with a slope of 0.029(2)

for the DMC algorithm and -0.0045(5) for the LRDMC approach.

To summarize, it is apparent that both the lattice step bias and the lack of er-

godicity is greatly reduced by using the LRDMC algorithm instead of the standard

DMC. By performing LRDMC simulations on the quantum wire we were able to

evaluate the unbiased spin and charge structure factors, and show the good agree-

ment with the exact predictions for a Luttinger-like Hamiltonian [137] with an

interaction similar to the one used here.

3.6 Conclusions

The LRDMC method, presented in this Chapter, has proven to be an efficient

and robust projection scheme, which is based on a lattice regularized effective
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Hamiltonian, that converges to the continuous one as the lattice space goes to zero.

In the LRDMC framework the imaginary time evolution is exact for a given lattice

regularized Hamiltonian, and in particular the method is free from the usual time

step error of the standard DMC algorithm. The lattice space error takes its place,

since the discretization of the Laplacian is exact only in the limit of vanishing

mesh size, when the lattice regularized and the continuous Hamiltonian coincide.

We showed that the inclusion of a multiple mesh kinetic operator greatly im-

proves the efficiency of the method. In particular, two meshes with incommensu-

rate sizes are enough to let the sampling span the whole configuration space, with

a significant reduction of the lattice space error with respect to the case of a strict

one lattice evolution. Moreover, we have seen that the double mesh move can

be useful also to alleviate the ergodicity problems of a one dimensional system,

which presented a lack of particle exchanges during DMC simulations. Finally,

a multiple mesh allows to deal with several length scales, with a reduction of the

autocorrelation time of the QMC sampling for heavy atoms.

The LRDMC algorithm is a fully consistent and variational scheme also when

non-local potentials are included in the Hamiltonian. Indeed, the non local opera-

tor elements which do not frustrate the sign of the Green function can be treated

exactly within the LRDMC framework, and in this case it is possible to prove that

the mixed energy estimator EMA is variational. Instead the DMC method can-

not deal with non-locality, and thus the locality approximation must be applied.

However both two methods satisfy the zero-variance property, i.e. if the trial wave

function is exact, the energy is exact. In the other cases, the mixed DMC averages

do not fulfill the upper bound property, and the locality error affects the DMC

calculations, with a dependence on both the shape and the nodes of the trial wave

function.

Using the LRDMC method, one can access the pure expectation value EFN of

the true Hamiltonian, which is an estimate of the ground state energy more accu-

rate than the usual mixed average, computed in the standard DMC. The LRDMC

energy estimate EFN is almost free of the locality error. Only a small dependence

on the shape of the trial wave function remains in the LRDMC results due to the

fixed node approximation, which limits a totally exact treatment of non-locality.

Finally, we found that LRDMC is much more robust than DMC, since it is

stable even for a poor guiding function and a large lattice step. The LRDMC sim-
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ulations can be extended over a larger range of lattice space values and therefore

the mesh size extrapolation turns out to be more efficient than the DMC time step

extrapolation, which usually requires calculations with small time steps.

We believe that this framework can have a wide spread of important appli-

cations ranging from nuclear physics [138] to the chemistry of transition metal

compounds.



Chapter 4

Iron dimer

4.1 Introduction

Transition elements are present in an astonishing variety of important systems,

which range from molecules of biological interest to solids displaying either mag-

netic or superconducting properties. In particular, iron is of fundamental impor-

tance for the life of most species [139], as some of its compounds are the earliest

cofactors in enzyme catalysis. On the other hand, its presence in the composition

of solids provides peculiar properties, which can usually deserve both theoretical

and experimental studies [140, 141], and eventually lead to technological applica-

tions.

A lot of work has been done so far in order to understand and predict the prop-

erties of iron embedded compounds, and solids, using different computational

tools. The large amount of available experimental data allowed to probe the ac-

curacy and reliability of such calculations. It turns out that the density functional

theory (DFT), widely used in Quantum Chemistry and Solid State Physics, shows

difficulties in treating iron and other near-half-filled d-shell elements, like Cr, Mo,

and Ni, because of the tendency of the method to favor dn over dn−1s config-

urations. Moreover, the lack of correlation which spoils the proper d-electron

description also affects the spin properties of the compound. Indeed, active d-

orbitals usually yield an almost degenerate set of levels, which are occupied by

maximizing the exchange, and so with a high spin state. In general, DFT is not

able to give the correct spin for the eigenstates of the system, when intermediate
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transition elements are involved.

Post Hartree Fock methods seem to be much more suitable to describe the

physics of transition metal compounds, as they are in principle more accurate

than the DFT framework. However, they are computationally heavier, since a

large basis is usually needed to get a converged result, in particular when the

degeneracy of the system is high, as in the case of iron clusters. In addition to

this drawback, their scaling with the system size is unfavorable, and for coupled

cluster (CC) methods, it increases significantly with the accuracy of the theory,

being of the order of N 7 when also triple correlations are included.

Quantum Monte Carlo (QMC) techniques can be a valid alternative to the

above methods for studying iron compounds. In this chapter we focus our at-

tention to the low-lying states of the iron atom and the iron dimer, which has

been extensively studied, both from the experimental and theoretical point of view.

Therefore, it represents an ideal test case to assess the accuracy of our QMC re-

sults with respect to the previous numerical studies. Moreover, a consistent and

complete explanation of all experimental data is still missing, despite the simplic-

ity of the molecule, which belongs to a highly symmetric point group (C∞h).

4.2 Computational details

The calculations of the iron atom and the iron dimer are performed using a neon-

core pseudopotential, in order to avoid the chemically inert core electrons of the

iron atom, and to speed up the QMC simulations. We chose the Dolg’s pseu-

dopotential [142], which has previously proven to be reliable at least for atomic

Monte Carlo calculations [118]. With the given pseudopotential, we fully opti-

mize the JAGP wave function described in Subsec. 4.2.1 by using the SRH energy

minimization scheme, and then we carry out VMC and LRDMC simulations to

accurately evaluate the energetics and the structural properties of the systems.

Since we have found that the locality effects are negligible, in most cases we use

the LRDMC scheme with α = 0 and γ = 0, which is efficient and provides

variational results. As our goal is to study also the vibrational frequencies of the

iron dimer, we perform simulations at different value of the interparticle distance

(R = 3, 3.5, 3.75, 4, 4.5, 5, 6 a.u.), and we estimate at each point both the force

and the energy, at the VMC and LRDMC level. The way to compute forces in
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VMC has already been explained in Subsec. 1.4.1. Within a projection Monte

Carlo framework, the evaluation of forces is not so trivial due to the presence of

the FN constraint. The scheme we use here to compute the interparticle gradient

is reported in Subsec. 4.2.2. Finally, our data are fitted using the Morse potential

curve, described in Subsec. 4.2.3.

4.2.1 Wave function

The wave function used to describe the electronic structure of the iron atom and

dimer has as usual a Jastrow-Slater form. The Slater part is a single reference state

(Hartree-Fock) for the atomic case, while it is an AGP correlated wave function for

the iron dimer. In both cases, the Slater part requires the evaluation of only a single

determinant, as already pointed out in Chap. 2. The single particle atomic states

belong to the [8s5p6d/2s1p1d] contracted Gaussian basis set. The AGP geminal

function, described in Subsec. 2.2.1, is expanded over this atomic basis, and the

chemical bond is the result of the resonance among the various molecular orbitals

(MO’s) implicitly included in the expansion. In particular, the bonds are related to

those coefficients which couple two atomic orbitals belonging to different nuclear

sites. Since the geminal is a singlet, the spin and spatial symmetry of the wave

function are given by the unpaired MO’s, defined as linear combination of atomic

orbitals (LCAO).

The Jastrow factor contains up to three-body terms. The two-body term has

the form already reported in Eq. 2.14:

J2(r1, ..., rN ) = exp

(

N
∑

i<j

u(rij)

)

, (4.1)

with the usual choice for the Jastrow function u2:

u2(rij) =
0.5 rij

1 + b rij
, (4.2)

which fulfills the antiparallel electron-electron cusp conditions, where b is a vari-

ational parameter, and rij is the interelectron distance.

In order to fulfill also the nuclear cusp conditions, which are not satisfied by

the Slater part if a Gaussian basis set is used, we include explicitly in the Jastrow
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factor a one-body term:

J1(r1, ..., rN) = exp

(

N
∑

i=1

M
∑

n=1

u1(rin)

)

, (4.3)

where this time rin = |ri − Rn| is the electron nucleus distance, and u1 is:

u1(rin) =
Zn

eff rin

1 + b 4
√

2Zn
eff rin

. (4.4)

The analytic expression of u1 has already been used by Holzmann et al. [143]

for QMC simulations of the electron gas and metallic hydrogen, and it provides

the correct asymptotic (r → ∞) limit for an homogeneous system. Although

a molecule is not homogeneous, we found that this functional form yields good

variational energies also for chemical systems. Moreover, b in Eq. 4.4 is the same

variational parameter included in Eq. 4.2. Notice in the above Equation that Zn
eff

is the charge of the n-th nucleus, which can be either unscreened or effective, if

a pseudopotential is used. In particular, the Dolg’s pseudopotential for the iron

is finite for the non-local components but diverges as −Zeff/r for the local part.

Therefore, it is necessary to include J1 in the Jastrow factor to satisfy the nuclear

cusp condition. Otherwise, if also the local part is finite, as in the Lester’s pseu-

dopotentials,Zn
eff must be set to zero, since in that case the nuclear cusp conditions

do not need to be applied.

The three-body Jastrow factor J3 used here has been accurately described in

Subsec. 2.2.3. It contains a pairing function analogous to that used in the AGP

part, expanded over an atomic Gaussian basis, which includes radial functions of

the type: exp(−αr2), r2 exp(−αr2), . . . , r2n exp(−αr2). For our calculations of

iron atom and its compounds, the basis includes s, p, and d angular symmetries.

The number of independent variational parameters in the iron dimer wave

function are reported below, divided according to the sector where they appear:

• Contracted Gaussian basis set for AGP: 46 parameters;

• Coefficients of AGP geminal expansion and unpaired orbitals: 41 parame-

ters;

• Gaussian basis set for three-body Jastrow geminal: 9 parameters;
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• Coefficients of Jastrow geminal expansion: 130 parameters;

• one- and two-body Jastrow factor: 1 parameter.

The total number of independent parameters is 227, fully optimized by using the

SRH energy minimization. Notice that we have optimized also the exponents of

the Gaussian basis set, in order to reduce the total number of Gaussians in the

expansion.

4.2.2 DMC-LRDMC nuclear forces

Computing nuclear forces in the DMC and LRDMC framework is not as trivial

as in the VMC case, since the fixed node (FN) approximation, introduced to cope

with the fermion sign problem, enforces the fulfillment of boundary conditions

which depend on the nuclear positions. Therefore, the derivative of the FN energy

with respect to a nuclear position must include also the contribution from the

variation of the boundary surface, which is not negligible [144]. This contribution

is not easy to be taken into account, although a lot of work has been done in order

to find a feasible way to compute it exactly.

Here we take into account a more pragmatic approach. Following Ref.[145],

we compute the derivative of the mixed estimator of the energy, by explicitly

writing the dependence on the local energy appearing in the integral:

dEMA

dR
=

d

dR

∫

dx Φ(x)ΨT (x)EL(x)
∫

dx Φ(x)ΨT (x)

= 〈∇REL〉 +

〈

EL
∇RΨT

ΨT

〉

− EMA

〈∇RΨT

ΨT

〉

+

〈

EL
∇RΦ

Φ

〉

− EMA

〈∇RΦ

Φ

〉

(4.5)

where R is the interatomic distance. Now, the difficulty in the computation arises

from the evaluation of terms like
〈

∇RΦ
Φ

〉

, which involve the derivative of the pro-

jected wave function Φ, whose analytic form is unknown. However, we can

rewrite Φ in terms of the Green function projection of ΨT , using the formal iden-

tity:

Ψ(x′) =

∫

dxW (x′,x)ΨT (x), (4.6)
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where W (x′,x) is the imaginary time propagator. The two last terms in Eq. 4.5,

after the insertion of the above equality, read:
〈

EL
∇RΦ

Φ

〉

=

〈

EL
∇RΨT

ΨT

〉

+

〈

EL
∇RW

W

〉

〈∇RΦ

Φ

〉

=

〈∇RΨT

ΨT

〉

+

〈∇RW

W

〉

, (4.7)

where we have isolated the term involving the derivative of the propagator. It

includes the dependence on the variation of the boundaries, and gives rise to the

difficulties in the exact evaluation of the FN energy derivatives [43]. Here, we

approximate the derivatives by neglecting this term. Therefore the approximated

value of Eq. 4.5 reads:

dEMA

dR
≈ 〈∇REL〉 + 2

〈

EL
∇RΨT

ΨT

〉

− 2EMA

〈∇RΨT

ΨT

〉

.

The above expression is very similar to the Eq. 1.43, written for the evaluation of

VMC forces. Indeed the contributions are the same, however the distribution of

the QMC sampling is not Ψ2
T , but the mixed LRDMC (DMC) distribution ΦΨT .

Also here we use the space warp transformation to reduce the variance of the

Hellmann-Feynman operator, exactly as in the VMC case. Notice that the approx-

imation is exact if the wave function is exact, since in that case the propagator is

just the identity. Moreover, Casalegno et al. [42] found that this approximation

is extremely accurate, at lest for light elements, since the inclusion of the Pulay

forces improve significantly its precision, as in the VMC estimate.

4.2.3 Morse potential curve

The analytical function used to represent the interatomic potential curve of many

diatomic molecules was proposed by Morse [146] in 1929:

V (r) = C +De−2a(r−r0) − 2De−a(r−r0), (4.8)

where r0 is the equilibrium distance or bond length of the molecule, D is its

dissociation energy, a is related to its vibrational frequency, and C is an arbitrary

energy shift. Usually, this curve fits very well all the potential energy surfaces

of diatomic molecules. The only portion where there is a discrepancy is at r =
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0, where it should be infinity. However this is not a problem, since the lowest

vibronic levels are not affected by the behaviour of the potential at the origin,

but only around its minimum. The energy E0 of the zero point motion of the

molecule is given by 1
2
~ω0, where ω0 is the vibrational frequency, related to the

Morse parameters through the formula:

ω0 = a

√

2D

µ
. (4.9)

In the above Equation, µ is the reduced mass, which is equal to M/2 in the case

of a diatomic molecule with nuclear mass M . Once the potential energy curve,

yielded by ab initio Monte Carlo calculations, is fitted with the Morse potential,

the zero point frequency ω0 is evaluated using Eq. 4.9.

While the energies are fitted with the curve in Eq. 4.8, the forces are fitted with

its derivative:

F (r) = −∂V (r)

∂r
= 2aD

(

e−2a(r−r0) − e−a(r−r0)
)

, (4.10)

which provides the parameters a, D and r0. In order to end up with a more accu-

rate evaluation of the analytic form for the potential energy surface, we perform a

multi branch fit of the forces and energies, i.e. we minimize the χ2 which is the

sum of the standard deviations of both the forces and energies.

4.3 Results

4.3.1 Iron atom

The iron atom, being the elementary tile for the construction and calculation of

more complex compounds, has been the subject of extensive studies, which tried

to assess the accuracy and reliability of various numerical techniques. Indeed,

this atom is well known as a system where the correlation effects are extremely

important, since there is a strong competition between the 3d and 4s single parti-

cle states, whose relative contribution in the all electron configurations cannot be

correctly reproduced at the Hartree-Fock level. For instance, the error in the HF

estimate of the 3d64s2 (5D) → 3d74s (5F ) excitation energy is larger than 1 eV

[83, 118], while the experimental value is only 0.87 eV [147]. Moreover, beside
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the strong correlation effects, the relativistic contributions to the low-lying exci-

tation energies of transition metals have proven [148] to be relevant and their in-

clusion in the calculation is needed in order to reproduce the experimental results.

Therefore, already the “simple” iron atom is a challenge and its study requires a

very accurate computational tool.

Single and doubles configuration interaction (SDCI) calculations [149] have

shown that an extensive basis set [7s6p4d4f2g] and a complete treatment of the

excitations are required to account for the differential correlation effects in the
5D − 5F separation, whereas the fourth-order Møller-Plesset perturbation theory

(MP4) [150] performs poorly for a smaller basis set (spdf), even if the relativistic

effects are properly taken into account, with an error which amounts to the 50%

of the true experimental value reported above.

Atomic excitation energies of open-shell transition metal elements are diffi-

cult to be described also by DFT methods, which favor an s1dn+1 configuration

instead of s2dn, in order to maximize d−d exchange [151]. Indeed the exchange-

correlation functional is approximated and the error can be only partially corrected

using an “ad hoc” functional with a self-interaction contribution.

The iron 5D ground state and its first excited state 5F , together with the an-

ion and cation ground states, have been studied by Mitas[118], by using QMC

techniques. This work clearly shows how the QMC framework can be extremely

useful and effective in describing the transition metal compounds, and in partic-

ular the iron chemistry. Indeed his DMC results reproduce the experimental data

with a mean error of only 0.1 eV. In particular, the discrepancy for the 5D − 5F

excitation energy (0.84(6) eV) is within the statistical uncertainty of the calcula-

tion. For his study, Mitas used a Dolg’s pseudopotential, which includes scalar

relativistic corrections [142] and eliminates the neon-core electrons. Indeed, the

3s and 3p shells have a semicore character [118, 149] and need to be included

in the calculation in order to reduce the core polarization effects and obtain more

accurate results.

In our QMC calculations we use the Dolg’s pseudopotential as well. Con-

trary to the Mitas’s variational wave function, which includes the 4s2 → 4p2

excitations in the Slater part, our ΨT does not contain a multi-configuration state,

but it is a single Hartree-Fock determinant multiplied by a three-body Jastrow

factor. Both the determinantal and the Jastrow part have been optimized with
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the SRH energy minimization. The functional form of the Jastrow factor is re-

ported in Subsec. 4.2.1, while the initial Slater term has been obtained from an

Hartree-Fock calculation, performed with the MOLPRO [152] package, and us-

ing a (8s5p6d)/[2s1p1d] Gaussian basis set. We compute the 5D − 5F excitation

energy, by carrying out both VMC and LRDMC simulations. The values are re-

ported in Tab. 4.1. The 5D − 5F transition is correctly reproduced both by the

VMC and LRDMC energies, and we obtain the same result as in Ref. [118] Since

we have used a single reference wave function, it is apparent that the correlation

in the ground state and first excited state of the neutral atom is purely dynamical,

and the near degeneracy effects coming from the 4s − 4p shells are negligible.

Therefore, particularly in this case, a Jastrow correlated wave function is much

more suitable and accurate than a multi-determinant expansion, which needs a lot

of terms to converge.

Finally we have also estimated the FN LRDMC energies, which are more

accurate than the mixed averages, since they reduce a lot the locality error (see

Chap. 3). It turns out that the locality error amounts approximately to 0.1 eV in

the total energies and it is negligible in the energy differences. Thus, the mixed

average estimates are accurate enough to reproduce correctly the experimental

transition energies. Indeed, as already pointed out by Mitas [118], the Dolg’s

pseudopotential is well localized around the nucleus, and hence the locality error

is very small.

This first analysis confirms the results obtained by Mitas and shows that the

QMC framework should be an effective tool to study the iron compounds.

Table 4.1: Total and excitation energies for the iron atom. The 5F and 5D energies

for the neutral atom are reported. From the total energies we calculate the excitation
5D → 5F , expressed in eV and compared with the experiment. The LRDMC results are

obtained with α = 0.

VMC LRDMC MA LRDMC FN exp.

5D (Hartree) -123.7211(15) -123.7819(11) -123.7888(25)

5F (Hartree) -123.6911(20) -123.7520(11) -123.7572(24)

5D → 5F (eV) 0.82(7) 0.81(4) 0.86(9) 0.87 1

1 From Ref. [147]
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4.3.2 Iron dimer

In 1979 Harris and Jones carried out the first ab initio calculation of the iron

dimer [153]. By using the DFT approach with a local spin density approximation

(LSDA), they predicted a 7∆u
1 symmetry for the ground state of Fe2. The sin-

gle particle configuration of the 7∆u state is σ2
g(3d) π

4
u δ

3
gδ

∗,2
u π∗,2

g σ∗,1
u (3d) σ2

g(4s),

where we specify the occupation and the angular symmetry of the valence MO,

which come mainly from the linear combination of 4s and 3d atomic states. More-

over, we write in brackets the type of atomic orbitals (AO) that predominates in

the corresponding σ MO. The antibonding MO are indicated with an asterisk. A

subsequent study [154], based on HF-CI calculations, confirmed the overall sym-

metry of the iron dimer ground state, but the single particle MO occupations were

in disagreement, and yielded a state where the chemical bond was mainly due to

the 4s electrons.

In the 80’s the first experimental data were available; a vibrational frequency

of 299.6 cm−1 was determined for the ground state by Raman spectroscopy[155],

while the interatomic distance was found to range from 3.53(24) a.u. [156] to

3.82(4) a.u. [157]. These geometrical properties were obtained from extended

x-ray absorption on fine structure (EXAFS) for iron dimers in an inert gas matrix.

Argon was used in the former measure, neon in the latter. Also the energetics

of Fe2 was analized. Mass spectrometric investigations provided a first estimate

of the dissociation energy, D0(Fe2) = 0.78(18)eV [154]. Further studies coming

from the collision-induced dissociation of Fe+
n clusters yielded an higher but more

precise value: D0(Fe2) = 1.14(10)eV [158].

Other theoretical studies were performed, based mainly on DFT methods with

improved functionals[151, 159–161] and multi reference CI calculations[162].

All of them found the ground state of Fe2 to be 7∆u, in accordance with the

earliest findings. In the most cases, both the energetics and structural properties

were taken into account. A common trend of these results is the good agreement

with the experimental equilibrium distance, but a poor correspondence with the

1The notation 7∆u refers to the total spin 2S + 1 = 7, the total angular momentum L = ∆,

and the total parity under inversion (r → −r), where u is the negative parity, and g is the positive

one. Moreover, the Σ states can be classified by another quantum number, related to the reflection

with respect all planes containing the molecular axis; it can be +, if the wave function is invariant,

or − otherwise. This sign is written on the top right-hand corner of the label Σ.
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vibrational frequencies. In particular, all DFT calculations overestimate the zero

point motion, providing a too narrow interatomic potential. Also the ionic states

were studied, and for the anion iron dimer all calculations yielded the 8∆g as the

ground state of Fe−2 . Though its computed equilibrium distance is correct, the

vibrational frequencies are overestimated as in the case of Fe2.

In 1986 Leopold et al. did an important experiment[163] of negative ion pho-

toelectron spectroscopy, with the aim to study the low-lying electronic states of

Fe2. A sample of Fe−2 is prepared and excited by an incoming photon. Depending

on energy of the photon and on the structure of the excited compound, an elec-

tron is detached and its kinetic energy measured. From the difference between

the kinetic energy of the electron and the frequency of the photon, it is possible

to obtain the spectrum of the compound, and to access the properties of the low-

lying electronic states. In this way the EA of Fe2 has been measured for the first

time, and its value is 0.902(8) eV. The spectrum of Fe2 appears remarkably simple,

with only two peaks, one corresponding to the excitation from the Fe−2 to the Fe2

ground state, the other related to the transition from the Fe2 ground state to its first

excited state allowed by the selection rules. Both the two states reveal the same

vibrational frequency and bond length. Few years later, Leopold [164] argued that

the simplest explanation of these data is to admit that the 7∆u is not the ground

state of Fe2, and the 8∆g is not the ground state of Fe−2 as well. This interpretation

is based on two hypothesis, verified for the photoelectron spectra of the first-row

transition metal ions: The first is that the two band systems observed in the Fe−2
spectrum are due to detachment from 4s-like MO’s, and the second assumes the

σg(4s) is a strongly bonding MO. Let us suppose that the ground state of Fe−2 is
8Σ−

u . Its configuration turns out to be σ2
g(4s) σ

∗,2
u (4s)3d13, and the 4s electron de-

tachment would produce two possible states, with the same orbital configuration

σ2
g(4s) σ

∗,1
u (4s)3d13 but with the σ∗

u(4s) electron high or low coupled to the 3d13

“bulk”. These two states would correspond to the first and second peak of the

spectrum, respectively. Indeed, they would display the same structural properties,

as the only difference would be the spin coupling among the single particle states.

It is easy to see that if the ground state of Fe−2 was 8∆g, whose configuration is

σ2
g(4s) σ

∗,1
u (4s)3d14, it would be impossible to have two states with the same or-

bital configuration but different spin orientation by detachment of one 4s electron.

Therefore the ground state of Fe2 was suggested to be 9Σ−
g , its first excited state
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to have the 7Σ−
g symmetry, while the ground state of Fe−2 was assigned to 8Σ−

u .

The qualitative scheme of the 9Σ−
g and 7∆u states is given in Fig. 4.1.

(a) (b)

Figure 4.1: The schematic representations of the energy levels occupation is re-

ported for the 9Σ−
g and 7∆u states, on the left and right side respectively. Notice

that the 4s atomic levels are shifted with respect to the 3d levels, in order to have

a separate representation of 3d and 4s occupations. Also the hybridization among

the orbitals is not reported. If the σ(4s) MO’s split is enhanced, it is more conve-

nient to occupy a δg than a σu(4s) MO and thus have a 7∆u ground state symmetry,

as in the case of DFT calculations. Otherwise the 9Σ−
g state is the lowest in energy,

as found by MRCI and QMC calculations.

Recently a MRCI calculation[165] and another DFT study with coupled clus-

ter corrections[166] supported the Leopold’s idea with a numerical verification.

In the same period, other DFT works[151, 161] stated the validity of the original

belief. Thus, it is worth studying the problem by using QMC methods in order

to clarify the nature of the ground state of the anion and the neutral iron dimer.

Indeed, the QMC framework is supposed to be very accurate and more suitable
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than the other methods to study in particular transition metal compounds. With

this purpose, we have computed the energy and the structural properties of 9Σ−
g

and 7∆u, the two competing configurations for the ground state of Fe2. Similarly,

we have studied the 8Σ−
g and 8∆u states of Fe−2 to determine which has the lowest

energy and the closest properties to the experiment.

Table 4.2: The VMC and LRDMC (γ = 0,α = 0) results are reported for the iron dimer.

We calculated total energies at the minimum of the interatomic potential, equilibrium

distances Re, and vibrational frequencies ωe for two states of the neutral dimer (7∆u

and 9Σ−
g ) and other two states of Fe−2 (8∆g and 8Σ−

u ). The experimental results for the

ground state of Fe2 are: Re = 3.818(11) a.u.[157], and ωe = 300(15) cm−1[163].

Instead for the ground state of the anion Fe−2 the following valued have been found: Re =

3.970(21) a.u.[163], and ωe = 250(20) cm−1[163].

Energy (Hartree) Re (a.u.) ωe (cm−1)

VMC
7∆u -247.358(3) 3.856(12) 388(20)
9Σ−

g -247.361(2) 4.151(15) 300(16)
8∆g -247.359(3) 3.936(14) 339(11)
8Σ−

u -247.377(2) 4.401(29) 192(14)

LRDMC (γ = 0, α = 0)
7∆u -247.532(3) 3.894(18) 373(32)
9Σ−

g -247.551(2) 4.093(19) 301(15)
8∆g -247.558(3) 3.908(14) 354(24)
8Σ−

u -247.580(4) 4.270(33) 217(23)

Interatomic potentials

In order to estimate accurately the equilibrium position, the vibrational frequency

and also the dissociation energy of an iron dimer state, we choose to compute

the energy and the force at different values of the interatomic distance (R =

3, 3.5, 3.75, 4, 4.5, 5, 6), and then fit the data with the Morse potential curve, de-

scribed in Subsec. 4.2.3. The multi branch fit of both the energy and the force

at the same time guarantees a more precise determination of the potential energy
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surface, and thus a more accurate evaluation of all structural properties of the

compound. The results of the fit are reported in Figures 4.2, 4.3, 4.4, and 4.5, for

the VMC and LRDMC data corresponding to the 9Σ−
g and 8Σ−

u states. Analogous

fits have been performed for the other states studied here.

Ground states and EA

From both Tab. 4.2 and Fig. 4.8, it is apparent that the ground state of Fe2 is 9Σ−
g ,

while the lowest energy state of Fe−2 is 8Σ−
g . This result is absolutely non trivial,

in particular for the ground state of the neutral dimer, since at the VMC level the

two states 9Σ−
g and 7∆u were still very close in energy. Instead the LRDMC en-

ergies clearly discriminate between the two configurations, by favoring the 9Σ−
g

symmetry. Therefore, our findings support the Leopold’s interpretation, beside a

previous MRCI calculation[165] and an hybrid DFT-CC study[166]. In the lat-

ter work, however, the anion dimer was not even taken into account, instead in

the former the authors carried out calculations for both the neutral and the anion

ground state. They were able to confirm the Leopold’s hypothesis, but they failed

to compute the electron affinity, i.e. the energy difference between the Fe2 and

the Fe−2 ground state. Indeed they stated that the basis set used in their calcula-

tions was not large enough to accurately evaluate this quantity[167]. Therefore

they published only energy differences between states which belong to the same

molecular species. In our approach, the computed electron affinity is 0.44(8) eV

at the VMC level, which becomes 0.78(12) eV after the LRDMC simulations,

being this value in reasonable agreement with the experiment. For the first time,

the LRDMC method allows not only to support the Leopold’s idea, but also to

reproduce the position of the first peak in the photoelectron spectrum.

Vibrational frequencies

The vibrational frequencies of 9Σ−
g and 8Σ−

g are in good agreement with the exper-

imental data, especially those values obtained from the fit of the LRDMC points.

Indeed our best QMC estimate for the vibrational frequency of the Fe2 ground

state is ωe = 301(15)cm−1, which matches perfectly the value 300(15) cm−1,

coming from photoelectron spectroscopy, and the value 299.6 cm−1, provided by

Raman spectroscopy. Moreover, though at the VMC level the vibrational fre-
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Figure 4.2: Multi branch fit with the Morse function for the interatomic poten-

tial of the state 9Σ−
g of Fe2 calculated at the VMC level. The points represent

the results for the energy (upper panel) and the force (lower panel) calculated at

different values of the interatomic distance R = 3, 3.5, 3.75, 4, 4.5, 5, 6 atomic

units.
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Figure 4.3: Multi branch fit with the Morse function for the interatomic potential

of the state 9Σ−
g of Fe2 calculated at the LRDMC (α = 0, γ = 0) level. The points

represent the results for the energy (upper panel) and the force (lower panel) cal-

culated at different values of the interatomic distance R = 3, 3.5, 3.75, 4, 4.5, 5, 6

atomic units.
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Figure 4.4: Multi branch fit with the Morse function for the interatomic poten-

tial of the state 8Σ−
u of Fe−2 calculated at the VMC level. The points represent

the results for the energy (upper panel) and the force (lower panel) calculated at

different values of the interatomic distance R = 3, 3.5, 3.75, 4, 4.5, 5, 6 atomic

units.
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Figure 4.5: Multi branch fit with the Morse function for the interatomic potential

of the state 8Σ−
u of Fe−2 calculated at the LRDMC (α = 0, γ = 0) level. The points

represent the results for the energy (upper panel) and the force (lower panel) cal-

culated at different values of the interatomic distance R = 3, 3.5, 3.75, 4, 4.5, 5, 6

atomic units.
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Figure 4.6: Overall view of the energy landscape (interatomic potential) of the

following states: 7∆u, 9Σ−
g for Fe2, and 8∆g, 8Σ−

u for Fe−2 . The curves have been

obtained from the fit of the VMC data with the Morse function.

quency of the anion ground state, ωe = 192(14)cm−1, is significantly far from

the experimental value 250(25) cm−1 yielded by photoelectron spectroscopy, the

LRDMC scheme provides a result much closer and compatible with the exper-

imental one. Indeed the best LRDMC value is ωe = 217(23)cm−1, which is

consistent with the experiment within statistical errors. Notice that our calcula-

tions correctly reproduce the softening of the vibrational mode going from the

neutral to the anion ground state. Finally, the true ground states of the two dimers

can be recognized also by this property, since the 7∆u and 8∆g states have much

higher vibrational frequency, totally incompatible with the experiment. It is in-

teresting to highlight that the vibrational frequency for 7∆u and 8∆g computed

with QMC simulations agree with those calculated by DFT methods for the same

states. This probably means that the drawback of DFT simulations for transi-
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tion metal compounds is not the computation of the zero point motion, as stated

elsewhere [161], which turns out to be correct for the given state, but the main

problem is the wrong ordering of energy levels, which drives the wrong state to

be the lowest in energy. Once again, the wrong energy ordering can be related to

a poor exchange-correlation functional included in the DFT scheme.
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Figure 4.7: Overall view of the energy landscape (interatomic potential) of the

following states: 7∆u, 9Σ−
g for Fe2, and 8∆g, 8Σ−

u for Fe−2 . The curves have been

obtained from the fit of the LRDMC (α = 0, γ = 0) data with the Morse function.

Equilibrium bond lengths

The equilibrium bond lengths provided by our calculations are generally larger

than the experimental data, obtained in 1980 and 1982 for the neutral iron dimer

embedded in a matrix of inert gas. The error in the equilibrium distance of 9Σ−
g

amounts to about 0.3 atomic units. This is probably due to the fact that a percent-

age of correlation energy is still missing in the LRDMC results. Notice however
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that the equilibrium distance of the LRDMC curve is slightly smaller than the

distance found in the VMC interatomic potential. Therefore by improving the

energy, the bond length moves towards the experimental value. Another source

of error can come from the evaluation of forces within the LRDMC framework,

which are approximated, as we have seen in Subsec. 4.2.2. A further possible

explanation of the discrepancy is that the experiment is not completely reliable,

and it must be revised. It is worth mentioning that our findings are supported by

Hübner and Sauer [165], that found the same bond lengths for the same ground

states, by carrying out accurate MRCI calculations for Fe2 and Fe−2 .

The bond length of the anion has been measured only indirectly, since the

unique available data are taken from the photoelectron experiment, which revealed

a variation of the equilibrium distance during the excitation from the anion to the

neutral iron dimer. Indeed a harmonic Franck-Condon analysis of the vibronic

band intensity profile yielded a bond elongation of 0.15(4) a.u. on electron at-

tachment [163]. Now, the difference between the Fe2 and Fe−2 bond length of

our LRDMC calculation amounts to 0.18 a.u., which is in perfect agreement with

the elongation of the anion dimer measured in the experiment. This is another

indication of the quality and reliability of our results.

Dissociation energy

The dissociation energy D0 has been directly measured only for the neutral dimer.

Therefore we will focus our attention only on the dissociation of Fe2. It it easy

to show that the ground state 9Σ−
g will dissociate into the 5F and 5D states of the

iron atom. Thus, a possible way to estimate the dissociation energy is to compute

the energy difference:

D0(Fe2) = E(5F ) + E(5D) − E(Fe2). (4.11)

Another way is to extract the value form the fit of the potential surface, but the two

results could be different if the wave function is not size consistent as in this case

the angular momentum of the compound is not the sum of the momenta of the

fragments. The most reliable experimental result provides the value of 1.14(10)

eV. At the VMC level our calculations yield D0 = −1.39(9) eV from energy dif-

ferences and D0 = 1.57(14) eV from the fit. These values are totally different
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Figure 4.8: Plot of interatomic potentials obtained form ab initio VMC and

LRDMC (α = 0, γ = 0) calculations for the following states: 7∆u, 9Σ−
g for

Fe2, and 8∆g, 8Σ−
u for Fe−2 .

due to the lack of size consistency, as stated above. At the LRDMC level, we

get D0 = 0.48(7) eV from energy differences and D0 = 1.40(12) eV from the

fit. Here, the values are much closer each other than in the VMC case, since the

LRDMC reduces the gap in the accuracy between atomic and molecular calcula-

tions, and therefore improves the estimate in Eq. 4.11. Indeed the atoms are very

well described by our variational wave function, while it is more difficult to de-

scribe the molecules with the same accuracy by using the same variational ansatz,

because their electronic structure is more complex and a LRDMC projected wave

function is required for an accurate evaluation of their properties. Notice that the

values for D0 obtained from the fit are in reasonable agreement with the experi-

ment both in VMC and LRDMC calculations.
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4.4 Conclusions

Our calculations clearly assign the ground state of Fe2 and Fe−2 to 9Σ−
g and 8Σ−

u

respectively. In particular the LRDMC results favor the 9Σ−
g state with respect to

7∆u, which turns out to be 0.5 eV higher in energy. This result is in contrast to a

widely accepted assumption, since 7∆u has been thought as the true ground state

in many DFT studies[151, 159–161]. Moreover, the failure to observe Fe2 in elec-

tron spin resonance (ESR) experiments[168] supported the idea of an orbitally

degenerate ground state, like the 7∆u configuration, but another explanation at-

tributes this failure to the presence of a large zero-field split (larger than 8 cm−1,

and thus producing an energy split not detectable by the experimental setup). We

believe that the second interpretation of the ESR experiment is valid, and leaves

the possibility to have 9Σ−
g as ground state of the iron dimer.

On the other hand, most of the photoelectron spectroscopy data [163] are

nicely explained by our findings. The electron affinity, the vibrational frequencies

and the bond elongation are correctly reproduced, by assuming that the ground

state of Fe−2 is 8Σ−
u , and the first peak in the spectrum corresponds to the transi-

tion from 8Σ−
u to 9Σ−

g .

The characterization of the states involved in the Fe−2 photoelectron spectrum

was already proposed by Leopold [164], but a complete and consistent theo-

retical verification of his interpretation was still missing. Indeed recent MRCI

calculations[165] found both 8Σ−
u and 9Σ−

g as ground states of Fe−2 and Fe2, but

the authors did not report any energy difference between these two states. More-

over, one could accept the Leopold interpretation, without inferring that the lowest

energy Fe2 state observed in the photoelectron spectrum is its true ground state.

Indeed Bauschlicher[169] suggested that the Fe2 ground state is 7∆u, the Fe−2
ground state is 8Σ−

u , and the 7∆u state is not observed in the photodetachment

spectra since it is a two-electron process, and therefore its transition is avoided by

the selection rules. Our LRDMC calculations rule out this possibility, by clarify-

ing the nature of the anion and neutral iron dimer ground states, and at the same

time reproducing the spectroscopic constants of Fe2 and Fe−2 .

We are still working to reproduce also the second peak in the photoelectron

spectrum, which is related to an excited state of Fe2. We hope to find a theoretical

explanation also of this transition, by performing VMC and LRDMC simulations
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for the possible excited states connected to the 8Σ−
u ground state by photodetach-

ment. The most reasonable state is 7Σ−
g , but till now we have not found yet a

numerical confirmation of this hypothesis.



Conclusions and perspectives

In this thesis, we developed a good variational ansatz and an accurate QMC

method to tackle the numerical studies of transition metal compounds.

We introduced the Jastrow correlated geminal (JAGP) wave function [170,

171] to describe accurately a large variety of chemical compounds at the varia-

tional level, ranging from the covalent localized bond of the first row diatomic

molecules to the delocalized bonds present in the benzene molecule [171, 172],

passing through the d-electron correlation of the iron dimer. In all these cases

we found a good agreement with the experimental results, both for the energetics

and the structural properties. An exception is represented by the academic case

of beryllium dimer, where we found only a Van der Walls like minimum, instead

of a slightly tighter bond and a smaller equilibrium distance. We believe that the

triplet correlations, missing in the AGP part, are crucial to get the correct result,

though they should partially accounted for by the Jastrow factor.

The lattice regularized diffusion Monte Carlo (LRDMC) framework has proven

to be an efficient and suitable computational tool[173], in particular in the pres-

ence of pseudopotentials, where the stability and variationality of the results are

guaranteed, even if poor variational guiding functions are employed. Within this

framework it is no longer necessary to introduce the locality approximation (LA)

when non local potentials are included in the Hamiltonian, contrary to the stan-

dard diffusion Monte Carlo method which requires the LA and may provide non

variational results. Moreover the possibility to access a pure energy estimate al-

lows to control and reduce the locality error, opening the route to obtain much

more reliable and accurate fixed node energies. Since the use of pseudopoten-

tials seems unavoidable at least in the most interesting and non trivial cases, our

method is of extreme importance for future Monte Carlo applications to realistic

systems.
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The applications to the benzene ring, presented in Chap. 2, and the iron dimer,

studied in Chap. 4, are encouraging. The former study clearly highlights the im-

portance of the resonance among the chemical bonds, naturally taken into account

by the JAGP ansatz. The delocalized pz orbitals are very well described by the

superposition of bonds, while the intra-atomic correlations in the carbon sites are

controlled by the Jastrow factor. We have shown the importance of the interplay

between the Jastrow and the AGP part, which is essential to have an accurate vari-

ational wave function. In this way, the atomization energies, the geometrical struc-

tures and the ionization potentials are accurately reproduced by our calculations.

It would be interesting to extend this study to the energetics (reduction poten-

tial, ionization energies, electron affinity) of DNA bases and base pairs, quantities

of great importance to characterize excess electron and hole transfer, which are

involved in radiation damage as well as in the development of DNA technologies.

The iron dimer study proves that only a framework which carefully includes

the correlation effects in a variational way is able to yield accurate and reliable

results. The novel LRDMC method, by projecting the already accurate JAGP

wave function to the lowest energy state, allowed to explain the first peak in the

photoelectron spectrum of Fe−2 . The calculation of the spectroscopic constants of

Fe2 and Fe−2 is an extremely difficult task, and we were able for the first time to

reproduce correctly the electron affinity, the bond elongation and the vibrational

frequencies provided by the experimental data, after clarifying the nature of the

ground states of the anion and neutral dimers.

The iron chemistry beyond the simple case of iron dimer requires a truly mul-

ticonfigurational treatment of the correlation, because of the degeneracy among

many energy levels. The density functional theory fails in describing the d-correlated

electrons and the post Hartree Fock methods are not feasible since an accurate

enough multi configuration expansion would include too many terms. Therefore

the QMC framework seems to be the only valid alternative to the previous schemes

for studying transition metal compounds. Indeed the JAGP wave function allows

to include an exponentially increasing number of configurations at the compu-

tational cost of only one determinant, and already for the Fe2S2 molecule the

LRDMC algorithm with a JAGP guiding function should represent a clear advan-

tage with respect to configuration interaction like methods [174]. However a more

efficient parametrization of the geminal coefficients would be required to reduce
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the total number of parameters and to afford the optimization of more complex

systems. In order to verify these assumptions with some important computational

success, a lot of work is still needed, since in this thesis we have presented just

a first tentative to deal with strongly correlated transition metal compounds, after

the development of the accurate JAGP ansatz and the proposal of the promising

LRDMC method.





Appendix A

Stabilization of the SR technique

Whenever the number of variational parameters increases, it often happens that

the stochastic (N + 1) × (N + 1) matrix

sk,k′ =
〈Ψ|OkOk′|Ψ〉

〈Ψ|Ψ〉 (A.1)

becomes singular, i.e. the condition number, defined as the ratio σ = λN/λ1 be-

tween its maximum λN and minimum eigenvalue λ1, is too large. In that case

the inversion of this matrix generates clear numerical instabilities which are dif-

ficult to control especially within a statistical method. Here Ok = dlnΨ(x)
dαk

are the

operators corresponding to the variational parameters αk appearing in the wave

function Ψ for k = 1, · · ·N , whereas for k = 0 the operator O0 represents the

identity one.

The first successful proposal to control this instability was to remove from the

inversion problem (Eq.1.28 is Section 1.4.1), required for the minimization, those

directions in the variational parameter space corresponding to exceedingly small

eigenvalues λi.

In this appendix we describe a better method. As a first step, we show that

the reason of the large condition number σ is due to the existence of ”redundant”

variational parameters that do not make changes to the wave function within a

prescribed tolerance ε. Indeed in practical calculations, we are interested in the

minimization of the wave function within a reasonable accuracy. The tolerance

ε may represent therefore the distance between the exact normalized variational

wave function which minimizes the energy expectation value and the approximate
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acceptable one, for which we no longer iterate the minimization scheme. For in-

stance ε = 1/1000 is by far acceptable for chemical and physical interest. A stable

algorithm is then obtained by simply removing the parameters that do not change

the wave function by less than ε from the minimization. An efficient scheme to

remove the ”redundant parameters” is also given.

Let us consider the N normalized states orthogonal to Ψ, but not orthogonal

among each other:

|ei〉 =
(Ok − sk,0)|Ψ〉

√

〈Ψ|(Ok − sk,0)2|Ψ
. (A.2)

where sk,0 is defined in Eq. A.1. These normalized vectors define N directions

in the N−dimensional variational parameter manifold, which are independent as

long as the determinant S of the corresponding N ×N overlap matrix

s̄k,k′ = 〈ek|ek′〉 (A.3)

is non zero. The number S is clearly positive and it assumes its maximum value

1 whenever all the directions ei are mutually orthogonal. On the other hand, let

us suppose that there exists an eigenvalue λ̄ of s̄ smaller than the square of the

desired tolerance ε2, then the corresponding eigenvector |v >=
∑

i ai|ei〉 is such

that:

〈v|v〉 =
∑

i,j

aiaj s̄i,j = λ̄ (A.4)

where the latter equation holds due to the normalization condition
∑

i a
2
i = 1. We

arrive therefore to the conclusion that it is possible to define a vector v with almost

vanishing norm |v| =
√
λ ≤ ε as a linear combination of ei, with at least some

non zero coefficient. This implies that the N directions ek are linearly dependent

within a tolerance ε and one can safely remove at least one parameter from the

calculation.

In general whenever there are p vectors vi that are below the tolerance ε the

optimal choice to stabilize the minimization procedure is to remove p rows and p

columns from the matrix (A.3), in such a way that the corresponding determinant

of the (N − p) × (N − p) overlap matrix is maximum.

From practical purposes it is enough to consider an iterative scheme to find a

large minor, but not necessarily the maximum one. This method is based on the

inverse of s̄. At each step we remove the i− th row and column from s̄ for which
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s̄−1
i,i is maximum. We stop to remove rows and columns after p inversions. In

this approach we exploit the fact that, by a consequence of the Laplace theorem

on determinants, s̄−1
k,k is the ratio between the described minor without the k − th

row and column and the determinant of the full s̄matrix. Since within a stochastic

method it is certainly not possible to work with a machine precision tolerance, set-

ting ε = 0.001 guarantees a stable algorithm, without affecting the accuracy of the

calculation. The advantage of this scheme, compared with the previous one[20],

is that the less relevant parameters can be easily identified after few iterations and

do not change further in the process of minimization.





Appendix B

Spin polarized geminal

wavefunction

In this appendix, we consider the most general geminal wavefunction with def-

inite spin S =
N↑−N↓

2
, where N↑ (N↓) is the number of spin–up (spin–down)

electrons and N↑ > N↓ is assumed. To this purpose we introduce second quan-

tized fermionic fields (see e.g. Fetter and Walecka [175]) ψ†(r, σ) and ψ(r, σ),

where r is the electron position and σ = ±1/2 is its spin projection along the

z–axis. These fields satisfy the canonical anticommutation rules:

{

ψ(r, σ), ψ†(r′, σ′)
}

= δσσ′δ(r − r
′). (B.1)

In these notations, the most general wavefunction with definite spin can be

formally written in the following way:

|Ψ〉 = PN

N↑
∏

i=N↓+1

ψ†
i,↑ exp(Φ†)|0〉, (B.2)

where PN is the projection on the given number of particles N = N↑ + N↓, |0〉
denotes the vacuum of electrons and ψ†

i,↑ is the most generic (Bogoliubov) orbital

with spin S = 1/2:

ψ†
i,↑ =

∫

dr
(

φ<i (r)ψ(r, ↓) + φ>i (r)ψ†(r, ↑)
)

, (B.3)

which is defined by the orbital functions φ>i for the creation of a particle with

spin up and φ<i for the annihilation of a particle with spin down. For instance, a
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conventional Slater determinant of spin-up particles can be written as
∏

i ψ
†
i,↑|0〉,

where φ<i = 0. It is clear therefore that this representation is more general and

may provide a wavefunction Ψ with more variational freedom than the conven-

tional Slater determinants.

Finally, the pairing creation operator Φ† is a singlet, namely exp(Φ†)|0〉 has

spin zero, and is defined by a generic symmetric function Φ(r, r′) = Φ(r′, r):

Φ† =

∫

dr

∫

dr′ Φ(r′, r)ψ†(r, ↓)ψ†(r′, ↑). (B.4)

Our purpose is to show here that the value of the wavefunction Ψ can be simply

computed, similarly to a conventional Slater determinant, on each configuration

x = {r1,↑, . . . , rN↓,↓}, where ri,↑ are the positions of spin–up particles and ri,↓ are

the spin–down ones. These configurations can be generally written as:

〈x| = 〈0|
N↑
∏

i=1

ψ(ri, ↑)
N↓
∏

j=1

ψ(rj, ↓). (B.5)

Indeed the value F of the wavefunction on 〈x| is:

F = 〈x|Ψ〉 =

〈

0

∣

∣

∣

∣

∣

∣

∏

i

ψ(ri, ↑)
∏

j

ψ(rj, ↓)
N↑
∏

k=N↓+1

ψ†
k,↑ exp(Φ†)

∣

∣

∣

∣

∣

∣

0

〉

. (B.6)

Now we insert the identity exp(−Φ†) exp(Φ†) between each fermionic field in the

above equation (B.6):

F =
〈

0
∣

∣exp(Φ†) exp(−Φ†)ψ(r1, ↑) exp(Φ†) · · · exp(−Φ†)ψ(rN↓
, ↓) exp(Φ†) · · ·

· · · exp(−Φ†)ψ†
N↑,↑

exp(Φ†)
∣

∣

∣
0
〉

. (B.7)

Exploiting the relation valid for generic operators A and B:

exp(−A) B exp(A) = B − [A,B] +
1

2
[A, [A,B]] + . . . (B.8)

one is able to evaluate the following terms:

exp(−Φ†)ψ(ri, ↑) exp(Φ†) = ψ(ri, ↑) −
∫

dr Φ(ri,↑, r)ψ
†(r, ↓)

exp(−Φ†)ψ(ri, ↓) exp(Φ†) = ψ(ri, ↓) +

∫

dr Φ(r, ri,↓)ψ
†(r, ↑)
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exp(−Φ†)ψ†
i,↑ exp(Φ†) = ψ†

i,↑ +

∫

dr

∫

dr′ Φ(r, r′)φ<i (r′)ψ†(r, ↑)(B.9)

In order to derive the above relations, notice that all the terms in the RHS of Eq.

B.8 are always zero beyond the first two. After substituting the expressions in Eq.

B.7 and by using 〈0| exp(Φ†) = 〈0|, ψ(r, σ)|0〉 = 0 and 〈0|ψ†(r, σ) = 0, one can

iteratively apply the canonical commutation rules (B.1) and a simplified result for

F is obtained:

F =

〈

0

∣

∣

∣

∣

∣

∣

N↑
∏

i=1

ψ(ri, ↑)
N↑
∏

i=1

ψ̃†
i,↑

∣

∣

∣

∣

∣

∣

0

〉

(B.10)

where ψ̃†
i,↑ is the creator of an orbital function of the type (B.3), with transformed

orbitals:

φi(r) = Φ(r, ri,↓) for i = 1, · · ·N↓

φ̄i(r) = φ>i (r) +

∫

dr′ Φ(r, r′)φ<i (r′) for i = N↓ + 1 · · ·N↑ (B.11)

Then the final value of F can be simply computed by a single determinant, as

it represents just the value of a N↑ × N↑ Slater determinant with orbitals given in

(B.11) on the spin-up configurations, yielding the final expression (2.8) reported

in Chapter 2, Subsection 2.2.1.





Appendix C

Geminal as a multiconfiguration

wavefunction

As pointed out in Sec.2.2.1, for the minimal geminal expansion, i.e. M = N ↓,

the AGP wavefunction is reduced to the HF one. Otherwise, if M > N ↓, it

becomes a multiconfiguration wavefunction. We prove this property by starting

with the expression for an antisymmetrized geminal wavefunction written in the

second quantized form:

|Ψ〉 = PN exp(Φ†)|0〉 =
(

Φ†
)N↓

|0〉. (C.1)

Here, for the sake of simplicity, we assume that the system is unpolarized, but the

prove can be easily extended to the polarized case. As reported in Eq.2.10, the

expansion for the geminal is:

φ(r↑, r↓) =
M
∑

i=1

λiφi(r
↑)φ∗

i (r
↓). (C.2)

We define the creation operator for a particle in the i-th state with spin σ as:

ψ̂†
iσ =

∫

dr φi(r)ψ
†(r, σ). (C.3)

where {φi} are the orbitals defining the states, which we do not assume to be

orthogonal among each other. Then we can rewrite the geminal creation operator

in Eq.B.4 in terms of the single particle operators:

Φ† =

M
∑

i=1

λiψ̂
†
i↑ψ̂

†
i↓. (C.4)
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Therefore, if we put this expression in Eq.C.1 and use the anticommutation rules,

the AGP wavefunction reads:

|Ψ〉 =
∑

i1,...,iN↓∈M

i1 6=i2 6=···6=i
N↓

λi1 · · ·λiN↓
ψ̂†
i1↑
ψ̂†
i1↓

· · · ψ̂†
i
N↓↑

ψ̂†
i
N↓↓

|0〉. (C.5)

Each term in the above sum is a Slater determinant with orbitals φi1 · · ·φiN↓
.

Hence the antisymmetrized geminal product is equivalent to a linear combina-

tion of them, with coefficients given by the product of those λ’s selected by the

configuration present in each Slater determinant. If M = N ↓, the summation has

only one term, related to the unique possible configuration of N ↓ single particle

orbitals: this is the HF case. Otherwise, if M > N ↓, one deals with a multicon-

figuration wavefunction. Let us consider for instance the geminal for Be. The HF

case corresponds to the following geminal expansion:

ΦBe(r, r
′) = φ1s(r)φ1s(r

′) + φ2s(r)φ2s(r
′), (C.6)

where all the λ have been set to 1, because they affect only the multiplicative

constant in front of the total wavefunction. The correlated case just beyond the

minimal geminal expansion is:

ΦBe(r, r
′) = λ1sφ1s(r)φ1s(r

′) + λ2sφ2s(r)φ2s(r
′) + λ2p

∑

µ∈{x,y,z}

φ2pµ
(r)φ2pµ

(r′),

(C.7)

where we used the real basis representation. The corresponding Configuration

Interaction wavefunction is:

|Ψ〉 = λ1sλ2s|1s22s2|+λ1sλ2p

∑

µ

|1s22p2
µ|+λ2sλ2p

∑

µ

|2s22p2
µ|+λ2pλ2p

∑

µ6=ν

|2p2
µ2p

2
ν|.

(C.8)

Here the λ’s amplitude sets the relative weight of the corresponding configura-

tions, playing a crucial role in curing nondynamic correlation effects and improv-

ing the electronic nodal structure of the wavefunction, with the computational cost

of a single determinant.



Appendix D

Size consistency of the 3-body

Jastrow factor

In order to prove the size consistency property of the three body Jastrow factor

described in Sec. 2.2.3, let us take into account a system composed by two well

separated subsystems A and B, which are distinguishable and whose dimensions

are much smaller than the distance between themselves; in general they may con-

tain more then one atom. In this case the Jastrow function J3 (2.16) can be written

as J3 = eU with:

U =
1

2

∑

i, j ∈ A

i 6= j

φ(ri, rj) +
1

2

∑

i, j ∈ B

i 6= j

φ(ri, rj) +
∑

i∈A

∑

j∈B

φ(ri, rj), (D.1)

where we have explicitly considered the sum over different subsystems. As usual,

the two particle function φ(ri, rj) is expanded over a single particle basis ψ, cen-

tered on each nucleus of the system:

φ(ri, rj) =
∑

m,n

λm,nψm(ri)ψ
n(rj). (D.2)

The indices n and m refer not only to the basis elements but also to the nuclei

which the orbitals are centered on.

The self consistency problem arises from the last term in Eq. D.1, i.e. when the

electron ri belongs to A and rj to B. If the Jastrow is size consistent, whenever A

andB are far apart from each other this term must vanish or at most generate a one
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body term that is in turn size consistent, as we are going to show in the following.

In the limit of large separation all the λm,n off diagonal terms connecting any basis

element of A to any basis element of B must vanish. The second requirement is

a sufficiently fast decay of the basis set orbitals ψ(r) whenever r → ∞, except at

most for a constant term Cn which may be present in the single particle orbitals,

and is useful to improve the variational energy.

For the sake of generality, suppose that the system A contains MA nuclei and

NA electrons. The first requirement implies that:

φ(ri, rj) =
∑

m,n∈A

λm,nψm(ri)ψ
n(rj) +

∑

m,n∈B

λm,nψm(ri)ψ
n(rj), (D.3)

instead the second allows to write the following expression for the mixed term in

Eq. D.1:
∑

i∈A

∑

j∈B

φ(ri, rj) = NB

∑

n∈A

CnPn +NA

∑

m∈B

CmPm, (D.4)

where the factors Pn are one body terms defined as:

Pn =

{

∑

m∈A λ
n,m
∑

i∈A ψ
m(ri) if n ∈ A

∑

m∈B λ
n,m
∑

i∈B ψ
m(ri) if n ∈ B

(D.5)

Notice that if all the orbitals decay to zero, the size consistency is immediately

recovered, since the sum in Eq. D.4 vanishes. Analogously to the derivation we

have done to extract the one body contribution from the mixed term, the other two

terms on the RHS of Eq. D.1 can be rearranged in the following form:

1

2

∑

i, j ∈ A

i 6= j

φ(ri, rj) = (NA − 1)
∑

n∈A

CnPn + two body terms, (D.6)

and the sum in Eq. D.1 can be rewritten as:

U = (N − 1)
∑

n∈A

CnPn + (N − 1)
∑

n∈B

CnPn + two body size consistent terms.

(D.7)

Therefore the size consistency implies that the scaling of the Cn with the total

number of particle N is:

Cn =
cn

N − 1
, (D.8)

as mentioned in Subsection 2.2.3 of Chapter 2.



Appendix E

LRDMC correlated sampling

Let us suppose that a LRDMC simulation follows the evolution of the Hamilto-

nian H , and we want to compute at the same time the ground state energy of the

Hamiltonian Hε, which differs from H for a perturbation of order ε. In order to

evaluate the energy of H ε, by exploiting the random walk generated by the Green

function G = Λ−H , we resort to a reweighting procedure. There are mainly four

processes which characterize the LRDMC framework (see for instance the flow

chart reported in Tab. 3.1).

• Timing (evaluation of the persistence time of the random walk in the con-

figuration x):

τx = −log(r)/Nx, (E.1)

where r is a random number with uniform deviate 0 < r ≤ 1, and Nx =
∑

x′(6=x) Gx′,x is the normalization of the off diagonal Green function Gx′,x.

• Weighting (recursive evaluation of the weight wi the walker i assumes de-

pending on its local energy, its permanence time, and its history):

wi = wi exp [−τx(EL(x) − ET )] , (E.2)

where EL(x) is the local energy, and ET is the guessed ground state energy,

given from input.

• Moving (the walker is moved to a new configuration x′ according to the

off-diagonal Green function matrix elements):

px′,x = Gx′,x/Nx, (E.3)
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where px′,x is the transition probability matrix.

• Branching (reconfiguration process to control the exponential grow of the

walkers during the LRDMC evolution). This reconfiguration process amounts

to generate a new set of walkers {wnew
j , xnew

j }j=1,M in terms of the given

M walkers {wj, xj}j=1,M , keeping their total number M fixed. Each new

walker (wnew
j , xnew

j ) will have the same weight wnew
j = w̄ =

∑

j wj/M and

an arbitrary configuration xnew
j among the possible old ones {xj}j=1,M , cho-

sen with a probability pk = wk/
∑

j wj. After this reconfiguration the new

M walkers have by definition the same weights and most of the irrelevant

walkers with small weights are dropped out. In this way, the reconfiguration

plays the desired stabilization effect.

All these four processes need to be modified or reweighted in order to correct the

dynamics given by G = Λ − H on the basis of the evolution driven by Gε =

Λ −Hε. Let us analyze step by step all the necessary modifications.

• Timing. Since the perturbed Green functionGε differs from the unperturbed

one G, the persistence time needs to be modified:

τ εx = −log(r)/N ε
x, (E.4)

where r is the same random number in Eq. E.1 generated for the evolution

of G, but the normalization N ′
x changes, since N ε

x =
∑

x′(6=x)G
ε
x′,x.

• Weighting. Not only the persistence time has changed, but also the local en-

ergy, therefore the weight wi of the perturbed Green function Gε is updated

according to the following relation:

wεi = wεi exp [−τ εx(Eε
L(x) − ET )] , (E.5)

where Eε
L(x) is the local energy of H ε, and ET is the same as in Eq. E.2.

Notice that the whole history of the walker changes, although the random

path for the perturbed Hamiltonian H ε is generated according to G.

• Moving. Since this is a correlated sampling scheme, the random walk for

the unperturbed and perturbed Hamiltonian must be the same, as we want

to exploit the same sampling in order to compute small energy differences
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related to slightly different Hamiltonians, with an error as tiny as possible.

Usually the correlated framework provides errors much smaller than those

corresponding to differences of values coming from independent samplings.

Hence the path is selected through the transition probability p of Eq. E.3,

but we have to correct the dynamics by including in the weights wε
i a factor

which takes into account the difference between p and pε, the transition

probability related to the perturbed Green function Gε:

wcorrection =
pε

p
=
Gε
x′,x

Gx′,x

∑

x′(6=x)Gx′,x
∑

x′(6=x)G
ε
x′,x

,

wεi = wεi w
correction. (E.6)

This reweighting procedure must be applied for every walker after each

move.

• Branching. As in the case of the moving step, the branching is based on

the unperturbed evolution, and therefore also this process must be corrected

using a reweighting technique. In particular, the new walkers are chosen

according to the probability pk = wk/
∑

j wj, while for the perturbed evo-

lution they should be chosen according to pεk = wεk/
∑

j w
ε
j. Moreover,

the new walkers have the same average weight wnew
j = w̄ =

∑

j wj/M as

the old ones, but if we followed the perturbed evolution, also this average

weight would be replaced by w̄ε =
∑

j w
ε
j/M . Hence, the resulting factor,

which takes into account both the reweighted branching probability and the

new average weight, is:

wε generation
i =

wεi
wi

∑

j wj

M
, (E.7)

for each walker and for each generation 1. In order to extrapolate this

reweighted branching procedure to the infinite time evolution, we need to

apply the forward walking technique, already described by Calandra and

Sorella [47] for GFMC calculations, by propagating the weights in Eq. E.7.

1A “generation” is the set of walkers after a branching, generated by the LRDMC evolution

after an imaginary time propagation T (see Tab. 3.1)
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At the end, after calculating and storing the weights and the energies both for the

unperturbed and the perturbed evolution, we can compute the following quantity:

∂E(ε)

∂ε
≈ E(ε) − E(0)

ε
, (E.8)

also in the limit of small ε, where E(ε) is the ground state energy of H ε, and E(0)

is the ground state energy of the unperturbed Hamiltonian H , which has driven

the LRDMC projection.
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